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J. T. Kuo1 

L. S. G. Kovasznay2 

The Johns Hopkins University, 
Department of Mechanics & Materials 

Science, 
Baltimore, Md. 

Introduction 

Drag Reducing Polymer in 
Heiicoidal Flow 
A novel flow configuration was explored for the study of the behavior of drag 
reducing polymers. A screw pump consisting of a smooth cylinder and a con
centrically placed screw was used to create a strongly three-dimensional but 
essentially laminar flow. In the first phase of the study, the static pressure head 
developed by the screw pump was measured as a function of polymer concentration 
(polyox 10 to 100 ppm in water). A large increase of the developed head was ob
served that behaved in an analogous manner to drag reduction as far as con
centration and straining of the polymer solution was concerned. In the second phase 
of the study, a new apparatus was constructed and the additional parameter of a 
superimposed through flow was included and the degree of failure of the super
position principle was established. Sensitivity of the phenomenon to chemicals like 
HCl, HN03, and NaOH in the polymer solution was also studied. When the effect 
of these chemicals on the polymer solution flow behavior was presented in terms of 
the pH value of the polymer solution, it showed a similar trend to those observed in 
drag reduction. 

It is a well-known phenomenon that the presence of a small 
amount of high polymer additives can reduce the drag 
remarkably in turbulent pipe flows and turbulent boundary 
layers. The unique and surprising feature of this phenomenon 
is that it takes only a very low concentration (a few parts per 
million) of certain polymers to show remarkable drag 
reducing effects. These very dilute polymer solutions ( - 1 0 
ppm) show no measurable non-Newtonian behavior when 
using standard rheometric measurements. The unique feature 
of drag reduction by dilute polymer solutions becomes a 
challenging problem to those interested in the fundamental 
nature of turbulence. Many publications have appeared both 
from the fluid dynamicist and the molecular chemist point of 
view attempting to explain this interesting phenomenon. So 
far, the mechanisms of drag reduction are still not very well 
understood. The basic difficulty in dealing with turbulent 
flows is that the phenomenon can be assessed only by 
statistical means. On the other hand, if the large effect of 
polymer additives can be found in a deterministic flow pat
tern, it will be of great help to the study of drag reduction 
phenomenon. 

The original idea for the work presented in this paper came 
from the intuitive suggestion that the large effects due to 
polymer additives may be connected to the intrinsically three-
dimensional nature of turbulent flows. If this intuitive 
conjecture is correct, the effect of polymer additives would 
also be significant in "truly" three-dimensional laminar 
flows. A truly three-dimensional flow is defined as a flow 
where the velocity components in different directions are 

Aerodynamics Engineer, Energy Systems and Technology Division, General 
Electric Company, Schenectady, N. Y. 
2 Late Professor, Department of Mechanical Engineering, University of 
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comparable in magnitude. The first naive picture of such a 
flow pattern was a Couette type flow with one wall being a 
flat plate and moving relative to another wavy wall. The flat 
plate may move at an angle with respect to the wavy wall and 
there may be an overall pressure gradient present. However, 
due to the difficulty in realistically creating such a flow system 
in the laboratory, a conceptually equivalent heiicoidal con
figuration was chosen. This flow pattern was created by a 
screw pump system (see Fig. 1) which consists of a smooth 
hollow cylinder and inside it a concentrically placed smooth 
screw with a gap comparable to the dimensions of the screw 
threads. The center cylinder was free to rotate. The flow in the 
gap between the two cylinders resembles a "wrapped around" 
Couette flow. 

With this novel flow configuration, there were two im
portant questions to be asked: (1) Does the dilute polymer 
solution behave quite differently from the solvent in the 
suggested flow pattern? (2) Is the flow indeed laminar or is it 
just another way of manifesting the drag reduction by 
polymer addition in turbulent flows? The purpose of this 
research was to explore these questions. This paper presents 
the experimental study of the flow characteristics of water and 
dilute polymer solutions in the "screw-cylinder" con
figuration. 

Experimental 

Two sets of screw pumps were fabricated during the course 
of the investigation. The first screw pump system is shown in 
Fig. 1. The screw-cylinder system was placed vertically in an 
open rectangular Plexiglas tank. The screw was made of brass 
and was connected to a small d-c motor with speed control. 
The outer cylinder was made of Plexiglas. The tank was filled 
with liquid to the level above the threaded portion of the inner 
cylinder. With the center cylinder rotating, a certain head 
difference AH could be generated. A series of measurements 
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Fig. 1 Screw pump system (not to scale, dimensions in cm with un
certainty ± 0.0025 cm) 

of AH at different rotating speeds was made using both water 
and polymer solutions of different concentrations. The 
polymer solution used in the tests was made with Polyox-
FRA-1368-A-01. The characteristics of the polymer are:3 

Chemical name - polyethylene oxide 
Chemical structure - -CH2-0-CH2-
Molecular weight - 7.71 x 106 

Intrinsic viscosity - 24.3 d//gm. 
At this stage, the tests were conducted with no net flow 

through the pump system. The results of the measurements 
were plotted as AH versus n (in rpm) and are shown in Fig. 2. 
When the polymer solutions were used, the AH would rise to a 
maximum value (in about 1 or 2 min), then slowly settle down 
to a lower value. This was due to the shear degradation of the 
polymer solutions in the gap. The AH shown in Fig. 2 
represents the maximum observed values. 

The results of this earlier study indicated that the screw 
pump could produce significantly larger head differences with 
dilute polymer solutions than with water. The results were 
encouraging and a second experimental configuration was 
designed. 

In the modified flow configuration, a new parameter was 
introduced, namely, a net flow through the system. Before the 
screw was turned, the AH versus Q (flow rate) curve of the 
system would go through the origin. When the screw was 
turned, a head difference was produced and the AH versus Q 
curves were shifted. If there is a transition from laminar to 
turbulent flow in the system, we would expect some con
spicuous shifting of the AH versus Q curves. 

The second experimental facility is shown in Fig. 3 with 
details of the screw-cylinder assembly. The screw had 8 leads 
and a pitch of 2 threads/in. (25.4 mm) corresponding to a 
pitch angle of 9.5°. The screw was driven by a d-c motor (GE 
5BN56HC2). The rotational speed was measured by a 

These were provided by the supplier of the polymer, the Naval Research 
Laboratory at Washington, D. C. 
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Fig. 2 Head difference versus rotational speeds at Q = 0 for different 
polymer concentrations (uncertainty in AH ±0.5 cm, n ± 10 rpm) 

Fig. 3 Experimental apparatus and flow circuit (not to scale, 
dimensions shown in cm with ± 0.0025 cm uncertainty) 

stroboscopic light (General Radio 631-B). The liquid was 
supplied from tank S which has an overflow tube to keep the 
liquid supplying level constant. The fluid went into the test 
cell through tank A and drained from tank B that has an 
overflow weir in order to maintain a constant liquid level. The 
vertical position of tank B was adjustable so that the liquid in 
tank A could be maintained at any reasonable level. The head 
difference AH between tanks A and B was measured by the 
steel scale placed between the two tanks. 

The flow rates through the test section were measured by a 
rotameter with a maximum flow capacity of 290 m//min for 
water at room temperature and atmospheric pressure. The 
rotameter was calibrated by metering the amount of liquid 
collected in a graduated cylinder within a certain time period. 

N o m e n c l a t u r e 

A = constant in equation (1) 
B = constant in equation (1) 

H(n,Q) = difference in AH 
AH = head difference developed by the screw pump 

(cm) 
n = rotational speed in rpm 
Q = flow rate (m//min) 
R = screw cylinder radius 

Taylor number 
pwRS 8 

~R 

a = powerofQ defined in equation (1) 
5 = gap width between cylinder and screw 
a = standard deviation 
p = liquid density 
H = dynamic viscosity 
o) = rotational speed (rad/s) 
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Fig. 4 Head difference versus rotational speeds at Q = 0 for 10 ppm 
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Fig. 5 Flow characteristics for 10 ppm polymer solution and tap water 
at n = 725 rpm (uncertainty in AH ± 0.5 cm, Q ± 5 ml/min and n ± 10 rpm) 

The calibration curves for water and 10 ppm Poly ox solution 
were essentially identical. The agreement between the two 
calibration curves were within the measurement uncertainty 
(±5m//minmax). 

In the second phase of the investigation, the liquids used 
were water and a 10 ppm Polyox-FRA-1368-A-01 distilled 
water solution. The Polymer solutions were prepared and 
stored in a dark room under subdued light conditions to avoid 
possible photodegradation. The solution was first prepared at 
a higher concentration, then diluted to the desired con
centration before testing. The solution stored in the dark 
room showed no appreciable aging degradation (in terms of 
AH measurements in the test facility) between a fresh solution 
(within 24 hr of preparation) and a ten-day old solution. In all 
the tests, the solutions were discarded after they went through 
the test facility. 

Results 

Since the head difference (AH=AH(n,Q)) is a function of 
both rotation, n, and through flow, Q, three types of 
operation were performed: 

(1) Measurement of "static" head difference AH as a 

Fig. 6 Flow characteristics for 10 ppm polymer solution and tap water 
at n = 1000 rpm (uncertainty in AH±0.5 cm, Q±5 ml/min and n ± 10 rpm) 

m 

m 
A 

O 
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10 ppm polymer 
solution (in distilled 
water) 
tap water 
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10 ppm polymer 
solution (in distilled 
water) 

tap water 

JL 
100 200 300 
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Fig. 7 Flow characteristics for 10 ppm polymer solution and tap water 
at n = 1500 rpm (uncertainty in AH±0.5 cm, Q± 5 ml/min, and n± 10 
rpm) 

function of the screw rotational speeds AH= AH(nfi) with no 
flow through the system (Q = 0). 

(2) Measurement of the flow characteristics of the screw-
cylinder system to obtain the AH versus Q relation with the 
screw at rest (« = 0). 

(3) Measurement of the combined effect with both through 
flow and screw rotation. 

The results are shown in Figs. 4 to 9. Figure 4 gives the AH 
at different rotational speeds in the no-through flow 
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Fig. 8 Shifting of AH as a function of Q at different rotational speeds 
for tap water (certainty in AH ± 0.5 cm, Q ± 5 ml/min and n ± 10 rpm) 

situation. The results are similar to the earlier measurements 
indicating a large effect due to the polymer additive. Figures 5 
to 7 show the shifting of AH versus Q curves at different 
rotational speeds. When the center screw was at rest, the AH 
versus Q curves for water and the polymer solution were 
essentially the same. In order to investigate the shifting of the 
curves more closely, the data were plotted in the amount of 
shifting (H(n,Q)=AH(n,Q)-AH(0,Q)) as a function of 
the flow rates (see Figs. 8 and 9). The slopes of the straight 
lines determined by the least square fit indicate the degree of 
unparallel shifting. For water, at n = 725 rpm, the shifting was 
essentially parallel. At higher rotational speeds, the shifting 
became gradually unparallel shift was obvious even at n = 725 
rpm. The amount of unparallel shifting was larger for the 
polymer solution than for water at the same rotational speed. 

AH can be related to Q by an expression 

AH^AQa+B (1) 

where A, B, and a constants. B is directly proportional to the 
rotational speed of the screw. Table 1 gives the values of A, B, 
and a for water and the 10 ppm polymer solution at different 
rotational speeds, a was found between 1 and 1.4. The 
numerical values of A, B, and a were deduced from the log-
log plot of the test data using the least squares fitting method. 
The unparallel shifting of the flow characteristic curves is also 
manifested in the decreasing of a higher rpm. 

Discussion 

(a) Flow Characteristics. It is difficult to show conclusively 
that the flow was laminar in the screw-cylinder test cell. In
jection of dye into the gap region showed that at least at very 
slow rotation the flow was clearly laminar. When the 
rotational speed reached the test range of 600 to 2000 rpm, the 
dye spread around the circumference and appeared to be 
mixed uniformly. No definite conclusion could be made on 
whether or not the smearing of the dye around the cir
cumference was due to turbulence or merely the overlapping 
of the streak lines. On the other hand, trying to reason from 
the data itself, we may state that from the experiments with 
water taken at n = 725 rpm and 1000 rpm, the characteristic 
curves were almost parallel. For the polymer solution, the 
curve fit results in Table 1 show that the shifting was not 
parallel, although the change in a was fairly small. This 
change did not appear to be of the same order of magnitude as 
one would expect when the flow changed from laminar to 
turbulent. 

In the study of hydrodynamic instability of Newtonian 
fluids between two rotating cylinders [1], the flow instability 
was characterized by the Taylor number, defined as T 
= pb>Rb/ti^Jb/R. The flow is laminar when T<41.3 and 
turbulent when T>400, and in between the flow is laminar 
with Taylor vortices. The Taylor number in the second ex-
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Fig. 10 Effect of chemicals (HCI or NaOH) on the polymer solution at 
Q = 0 (uncertainty in AH±0.5 cm, pH ±0.1) 

Table 1 
ml/min) 

Rotational 
speed(rpm) 

0 
725 

1000 
1500 
2000 

0 
725 

1000 
1500 

Curve fit of 

Of 

1.26 
1.3 
1.28 
1.11 
1.11 

1.39 
1.13 
1.12 
1.15 

the test data AH=AQ" 

Water 
A S(cm) 

0.0247 0 
0.0204 2 ±0.5 
0.0234 2.9 
0.061 5.0 
0.0686 9.1 

lOppmPolyox-FRA 
0.0122 0 
0.0562 3.8±0,5 
0.064 6.8 
0.0644 13.5 

+ B(Q<24 

o(cm) 
0.479 
0.319 
0.426 
0.788 
0.849 

0.519 
0.494 
0.475 
0.962 

a: Estimated standard deviation of the differences between the AH 
predicted by equation (1) and the measurements. 

periment was in the range of 250 to 690. Based on this, the 
guess was that the flow in the test cell could be laminar with 
secondary flows at n = 725 rpm and 1000 rpm. 

As mentioned earlier, the original idea of this study was to 
expect a large polymer solution effect in a three-dimensional 
flow situation where all the three velocity components were 
comparable in magnitude. The circumferential velocity at the 
screw surface was about 90 cm/s at n = 725 rpm, which was 
much higher than the average down flow velocity of 8 cm/s at 
Q = 200 m//min. A circumferential velocity of 8 cm/s at the 
screw surface corresponded to n — 63 rpm, although at this 
low rpm, no polymer effect could be discerned. Apparently, 
the onset of the large polymer effect was due to the shearing 
and stretching of the polymer solution in the circumferential 
direction rather than merely the result of a three-dimensional 
flow situation. 
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Large effects of dilute polymer solutions in nonturbulent 
flows such as flow around the stagnation point of a Pitot tube 
probe [2], flow past a circular cylinder [3], or flow through a 
porous media [4] have been reported in the literature. The 
onset of the polymer solution effects in these flow situations 
was found related to a time scale which is proportional to the 
inverse of the onset strain rate [2, 5]. In this study, no special 
efforts were made to study the onset of the polymer effect. 
Judging from the data trend in Figs. 2 and 4, it did not appear 
that there would be a clear onset rpm. However, we believe 
that when n is below a certain rpm, it will become difficult to 
measure the dilute polymer solution effects. The trend of the 
data seemed to indicate that this would be the case when n was 
below 300 rpm. This was based on extrapolating the polymer 
solution data in Fig. 4 to find the rpm where AH becomes less 
than 1 cm which is the uncertainty range in AH measurement. 
The strain rate at n = 300 rpm was about 400 s ~ ' . This was 
estimated by dividing the circumferential velocity at the 
surface of the screw with the average gap width. The onset 
strain rate for Pitot tube error in a polymer solution varies 
with polymer concentration and molecular weight [2, 5]. 
Fruman and Tulin [2] indicated that for Polyox-FRA, the 
onset strain rate for Pitot tube error is on the order of 102 

s " ' . The Pitot tube pressure defect in a polymer solution was 
found increasing with strain rate at the stagnation point and 
the rate of increase of pressure defect was higher for higher 
concentration polymer solutions [2]. This is similar to what 
we have observed in the no-net flow tests (Figs. 2 and 4) where 
the head developed by the screw pump was increasing with 
polymer solution concentration and screw rotational speed 
which is proportional to the strain rate. 

(b) Effect of Chemicals. During the course of this in
vestigation, it was accidentally observed that when the 
polymer solution was prepared with tap water, it behaved 
essentially like water in the screw pump. Only with higher 
concentration was it possible to observe a polymer effect with 
the tap water polymer solution. This observation initiated a 
series of studies on the effect of pH value on the polymer 
solution, although we later learned that the anomalous effect 
of the tap water was probably caused by some chemicals like 
chlorine in the tap water instead of a pH effect. Distilled 
water polymer solutions with different pH values were 
prepared by adding NaOH or HC1. Effect of pH values on 
AH at different screw rotational speeds is shown in Fig. 10. 
The results showed that a pH value between 6 and 7 gave the 
highest AH. The pH effect leveled off with further increase in 
pH. The pH effect on the drag reduction in turbulent pipe 
flow was reported by Little, et al. [6], using Polyacrylic Acid 
(PAA) homopolymer which is a highly flexible chain 
molecule, the expansion and hydration of which is sensitive to 
pH change in solution. The pH effect shown in reference [6] in 
percent of drag reduction versus pH was strikingly similar to 
that observed in Fig. 10. 

The pH value of the tap water in the laboratory was about 
7.3. Obviously, pH value variation was not the cause for the 
nullification of the polymer effect in the 10 ppm tap water 
polymer solution. Several runs were made using HN0 3 to 
make the polymer solution acidic and the results were similar 
to those with HC1. The reason for the polymer solution to lose 
its effectiveness in the presence of HC1 or HN0 3 may be 
associated with some molecular structure changes due to these 
chemicals. For example, the chlorine ion (Cl~) might cause 
the long polymer molecular chain to break at the carbon-
oxygen bond and form a product like 

H H 
I I 

R - C - C - C I 

Or, it may be associated with conformation changes in the 
polyethylene oxide chains caused by the low pH (acidic) 
environment. On the other hand, adding NaOH did not affect 
the polymer solution effect significantly as indicated by those 
data points at high pH values (>7) in Fig. 10, indicating that 
NaOH did not disturb the Polyox-FRA molecular structure or 
conformation. 

Conclusions 

(1) A large effect of dilute polymer solution was observed 
in a novel flow configuration which is a flow in the annulus 
between a smooth outer cylinder and an inner rotating smooth 
screw. 

(2) The polymer effect observed in this novel flow con
figuration was in many aspects analogous to the drag 
reduction phenomenon in turbulent flows and other 
anomalous effects in laminar flows as far as concentration 
and strain rate were concerned. 

(3) It did not appear that there would be a clear onset point 
for the polymer solution effect in the screw pump system; 
rather, the polymer effect was developed continuously from 
laminar flow to turbulent flow. 

(4) Chemicals such as HC1 and HN0 3 which create an acid 
environment reduce the dilute polymer solution effect on the 
flow behavior. 

The significance of this work is that this unique flow 
configuration, which is amenable to theoretical analysis, was 
proved to be an effective and well-defined flow system for 
studying the effect of dilute polymer solutions on fluid flow. 
For further studies, emphasis should be on pursuing flow 
visualization experiments to identify the flow patterns in the 
annulus and develop a theoretical model to incorporate the 
non-Newtonian effect of polymer solutions for predicting the 
observed polymer effect on the flow behavior. 
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A P P E N D I X 

Uncertainty Analysis 
The measured AH is a function of the flow rate Q, the screw 

rotational speed n and the polymer concentration. AH was 
measured by a scale with the smallest division in 0.1 cm. 
Considering only the uncertainty in visual observation, AH 
can be read accurately within ± 0.2 cm. However, the major 
contributing factors to the uncertainty of AH are the un
certainties in Q, «, and the polymer concentration. The un-
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certainties of Q, n, and polymer concentration were estimated The combined effect of these factors on AH was about ±0.5 
as follows: cm estimated based on a few samples of repeated 

Q:±5m//min measurements. 
n ' i l O r o m uncertainty in pH value measurement is within ±0.1 
polymer concentration: ± 1 ppm w i t h 2 0 1 0 l o d d s • 
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Instantaneous Pressure 
Distribution Around a Sphere in 
Unsteady Flow1 

Pressure fluctuations on a small sphere in a periodically pulsating jet are measured 
in relation to the study of measurements of instantaneous static pressure in un
steady flows, where the wavelength of unsteadiness is much longer than the probe 
dimensions and the amplitude of the velocity fluctuation is small. Both the in
stantaneous pressure on the sphere and the instantaneous velocity of the flow field 
in the absence of the sphere are measured by means of periodic sampling and 
averaging techniques. The measured surface pressure is expressed in terms of the 
measured velocity and acceleration of the flow. A simple inviscid theory is 
developed and compared with the experimental results. An application of the 
present results to the correct determination of instantaneous static pressure in 
unsteady flows is discussed. 

Introduction 
Measurement of the instantaneous values of static pressure 

within a turbulent flow is still an unresolved problem because 
the pressure probe placed in the unsteady flow field represents 
a solid boundary and the surface pressure at a point always 
contains important contributions from the inertial effects in 
the flow around the body. For steady flows, it is relatively 
easy to design "static" probes that indicate the static pressure 
by using potential theory to calculate the pressure distribution 
around the body of the probe, but the same approach does not 
give the correct instantaneous static pressure in unsteady 
flow. Although there are several works which try to measure 
pressure fields in unsteady flow, inertial effects on the probe 
body are either neglected [1, 2] or the compensation process is 
not straightforward [3]. 

In order to better understand the behavior of small probes 
placed in unsteady flows, an experiment was performed in a 
relatively simple configuration. A small sphere was placed in 
a periodically pulsating jet and the instantaneous surface 
pressure fluctuations were measured. Since there is a strong 
random component of fluctuations due to the turbulence in 
such a flow, and the objective is not to measure the high 
frequency fluctuations associated with the turbulence, a 
special signal processing technique, namely, periodic sam
pling and averaging, was performed on all signals in order to 
enhance the periodic (or deterministic) component and to 
suppress the random component. Furthermore, a simple 
inviscid theory was developed in order to provide a guide for 

1 This work was supported by U.S. Office of Naval Research under Contract 
No. N00014-67-0163-0002. 
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the assessment of the results and the experimental results were 
compared with it. 

Experimental Facility and Procedure 
The time-dependent pulsating flow used for the 

measurements is produced by the scheme indicated in Fig. 1. 
The steady air flow provided by the centrifugal blower was 
divided into two streams, one flowing through duct Dl and 
the other through duct D2. The component discharged 
through duct Dx was periodically intercepted by a rotating 
disk with 16 holes. As a result, periodic pressure fluctuations 
were also induced in the other branch, D2, and the discharge 
from this branch formed the pulsating air jet. The frequency 
and amplitude of the velocity fluctuations in the jet could be 
varied up to 500 Hz and to 6 m/s peak to peak, respectively, 
by varying the speed of the rotating disk and the standoff 
between the disk and the nozzle attached to D\. 

The pulsating velocity of the jet was measured by a constant 
temperature hot-wire anemometer [4] connected to a 
linearizer [5]. Since the linearized hot-wire signal contained 
random fluctuations due to turbulence in the jet, the 
technique of periodic sampling and averaging was performed 
over a large number (typically 1000-2000) of sweeps and the 
random component was correspondingly reduced by a factor 
of VTOOO - V2000, or 30-40. As a result, most of the random 
component was suppressed and only the periodic or deter
ministic component was recovered. The required syn
chronizing pulses were obtained from the rotating disk using a 
photocell pick up. Figure 2 shows an example of the processed 
periodic velocity fluctuations measured at a distance JC = 6 cm 
from the nozzle at a pulsating frequency of/=450 Hz. This 
averaging technique was also used to obtain the periodic 
pressure fluctuations on the sphere as described in the 
following. 
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Fig. 1 Pulsating flow generator 

Three spheres of the same diameter (6.35 mm), but with 
different pressure tap locations, were used as models. They 
are designated as S, O, and ?̂ as shown in Fig. 3. The diameter 
of the pressure tap was 0.5 mm, and it was located on the 
meridian at the angles 0 = 0 deg (opposite stem), 45 and 90 deg 
for S, O, and R, respectively. The sphere could be rotated 
around its center up to a maximum angle of ±20 deg and by 
using all three models, it was possible to orient the pressure 
taps on the spheres at angles between -20 and 110 deg in 
increments of 5 deg. 

The pressure tap was connected to a frequency modulated 
condenser microphone through the stem as shown in Fig. 3. In 
the case of pulsating frequency of 350 Hz and the sphere 
located at x = 6 cm, a transistorized version of the circuit 
used by Einstein and Li [6] was employed as the FM oscillator 
and the detector. In all other cases, an improved circuit with a 
carrier frequency in the commercial FM broadcast band was 
built into the probe as shown in Fig. 3 and an FM receiver was 
used as the detector. 

The overall static sensitivity was found to be 570 and 24 
/iV-Pa, respectively. The dynamic sensitivity and the 
frequency response of the probe would have been best ob
tained by the "coupler method," which is based on a com
parison with a standard microphone. Unfortunately, 
however, a standard microphone was not available and an 
alternative procedure was used by utilizing theoretical 
relations. 

The overall frequency characteristics of the pressure probe 

Fig. 2 Pulsating velocity of the jet at x = 6 cm, f = 450 Hz 

INSULATOR 
lm™ DIAPHRAGM 

COAXIAL CABLE 

Fig. 3 Three sphere models and condenser microphone 

are generally limited by the resonance in the pipe leading to 
the microphone, as well as by the Helmholtz resonance of the 
cavity in front of the microphone diaphragm. The relative 
frequency response of the probe may be calculated 
theoretically by considering these effects as described by Kono 
[7]. Frequency responses calculated in this way are shown in 
Fig. 4 for the combination of a pipe diameter 1.0 mm and 
length 20.5 mm and for two values of the cavity volume 1.65 
and 89.1 mm3, respectively. Resonances occur around 2500 
and 800 Hz, respectively. The absolute value of the dynamic 
sensitivity was then determined as follows. According to the 
theoretical calculation given in a later section, the pressure 
fluctuation on a sphere is made up of two terms, one being 
proportional to the fluctuating velocity itself and the other 
being proportional to the time derivative of, the fluctuating 
velocity. At the forward stagnation point, the non-
dimensional coefficients of the two terms are calculated to be 
1.0 and 1.5, respectively. By assuming an arbitrary phase lag 
between the pressure fluctuation on the sphere and at the 
microphone diaphragm due to the connecting pipe and the 
cavity volume, the ratio of the two coefficients for the 
stagnation point was calculated from the fluctuating velocity 

A, B, C„ = coefficients 
a = radius of a sphere 
k = wave number 
p = pressure 

r, 6, X = spherical polar coordi
nates 

T = period of fluctuation 
/ = time 

U0 = mean streamwise 
velocity 

u = fluctuating streamwise 
velocity *o 

V = velocity 
x, y, z = Cartesian coordinates 

e = constant 
p = density of air 

*i>*2 = velocity potentials 
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Fig. 5 Mean velocity distribution of steady jet at x = 3 and 6 cm 

and its time derivative obtained by a hot-wire placed at the 
location of the sphere center in the absence of the sphere by 
equation (2) as described in the Experimental Results Section. 
The phase lag was varied until the ratio of the coefficients 
obtained coincided with the theoretical value of 1.5. The 
dynamic sensitivity was then determined in such a way that 
the coefficient of the first term had a value of 1 at the 
stagnation point. 

The values of the phase lag and the dynamic sensitivity so 
determined were as follows: 
Frequency(/) 

300 Hz 
350 Hz 
450 Hz 
450 Hz 

Location(x) 
3 cm 
6 cm 
3 cm 
6 cm 

Phase lag 
5deg 
1 deg 
5deg 

30 deg 

Dynamic sensitivity 
35 fiW/Pa 

611 /xV/Pa 
32 /xV/Pa 
33 /xV/Pa 

No systematic trend is seen from these values. The small value 
of phase lag for the case/= 350 Hz and x = 6 cm seems to be 
attributed to a relatively large cavity volume. The process of 
the pressure change is adiabatic for the frequency range above 
100 Hz, but is isothermal at the static calibration. This dif
ference could result in the higher dynamic sensitivity of the 
probe as compared to the static calibration. 

U+u 
(m/s) 

y (cm) 
Fig. 6 Instantaneous velocity profiles for pulsating jet at x = 5 cm, 
f = 450 Hz, for various phase angles (n) in the period of oscillation (T) 

v PHASE 12.0 
VELOCITY 

° AMPLITUDE 

8 X (cm) 

Fig. 7 Peak-to-peak amplitude and phase velocity of pulsating jet 
along the center line at f = 450 Hz 

Experimental Results 
The entire set of measurements was obtained for a mean 

velocity of about 20 m/s on the jet axis. Figure 5 shows the 
velocity distribution across the steady, nonpulsating jet at two 
stations, x = 3 and 6 cm downstream from the nozzle. The 
core of the jet, defined as the region in which the velocity is 
greater than 90 percent of the mean velocity U0 on the axis, 
has a diameter of 1.55 cm at x = 3 cm and a diameter of 1.28 
cm at 6 cm. Figure 6 shows several instantaneous velocity 
profiles across the fluctuating jet at a station x = 5 cm for a 
pulsation frequency of 450 Hz. The core diameter as defined 
herein is about 1.20 cm, which is less than that of the steady 
jet. Figure 7 shows the streamwise variation of both the peak-
to-peak amplitude and the phase velocity of the velocity 
fluctuation along the jet axis. Circles indicate the location and 
size of the sphere. For a sphere placed at x = 3 cm, the ratio of 
the core diameter of the steady jet to the sphere diameter is 
2.4, but the amplitude of velocity fluctuation varies by as 
much as 30 percent in the region occupied by the sphere. For a 
sphere placed at x = 6 cm, the variation in fluctuation am
plitude becomes negligible, but the ratio of the diameters is 
reduced to 2.0. The phase velocity as determined by two hot
wires separated by a fixed streamwise distance is ap
proximately constant over the region covered by the ex
periment. The observed phase velocity was 13.2 m/s, or about 
two-thirds of the mean velocity at the jet axis. The phase 
velocity is regarded as the convection velocity of a traveling 
vortex ring produced at the nozzle exit. 
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Fig. 8 Pressure distribution around the sphere in steady flow (solid 
line indicates inviscid theory) 
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Fig. 9 Coefficients A and B at x = 3 cm, f = 450 Hz, residual error of 
pressure by least squares fitting is 6.0 percent 

Figure 8 shows the measured mean pressure distribution on 
the sphere placed at x=3 cm in the steady jet. The calculated 
potential flow distribution given by ( - 5 + 9 cos2 0)/4 is also 
shown for comparison. The Reynolds number based on the 
sphere diameter and on the mean velocity is 
2(J0a/j' = 8.8xl03. As shown later in the theory, the in
stantaneous pressure at a point on the surface can be ex
pressed as 

dU 
p=pQ+AY^1+Bpa~d{ (1) 

where U is the instantaneous streamwise velocity component 
at the center of the sphere, a is the radius of the sphere, and A 
and B are coefficients denoting the contribution from the 
instantaneous velocity and the instantaneous acceleration, 
respectively. The coefficients A and B are strong functions of 
the azimuthal coordinate and may also depend weakly on the 
Reynolds number. For the pulsating flow, the foregoing 
equation may be rewritten as 

p' (T)=A—±-!- +BaU(r) (2) 

wherep' = (p-p0)p, r=t/T,T= period and U = dU/dt for 
a particular location on the sphere. After periodic sampling 
and averaging, measured values of p'(T), U2 (T), and U(T) 
were obtained for ten equal subintervals of the period. The 
coefficients A and B were then determined by the method of 
least squares so that the mean square error 52, where 

300Hz, x = 3. Ocm 
Theory 

-3(P '90° 
60° 

°oO 

• S ^ 

V 

° o y 

Fig. 10 Coefficients A and B at x = 3 cm, r = 300 Hz, residual error of 
pressure by least squares fitting is 10.2 percent 

Fig. 11 Coefficients A and B at x = 6 cm, f = 350 Hz, residual error of 
pressure by least squares fitting is 9.7 percent 

Fig. 12 Coefficients A and B at x = 6 cm, f = 450 Hz, residual error of 
pressure by least squares fitting is 6.0 percent 

A r / A \i2 

^=L[p'(.r,)-[-^U2(Tl)+BaU(Ti)).\ (3) 

became minimum. 
Figures 9-12 show the experimental values of A and B 

computed in this way. The values determined on the three 
models S, O, and R are indicated in these figures by square, 
circular, and triangular symbols, respectively. The solid 
curves in the figures give a theoretical prediction in each case 
based on the assumption of inviscid irrotational flow as 
described in the following section. 

Theory 
With a view toward gaining an insight into the problem, a 

theory is developed to predict the pressure acting on a sphere 
placed in a time-dependent flow of an inviscid fluid. A 
solution of the problem relevant to the present study is given 
by Lamb [8]. The pressure/? on a sphere moving with time-
dependent velocity V in an infinite mass of fluid at rest at 
infinity is given as 
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P-Po 1 
= 4 (" -5+9cos20) 

V2 1 dV 
+ -cow.a 

2 dt 
(4) 

p 4 2 

where p 0 is the pressure at infinity, / the time, p the density of 
fluid, a the radius of the sphere, and 6 the meridional angle 
measured from the forward stagnation point. Unfortunately, 
however, the problem treated there does not exactly 
correspond to the present experiment, since the time-
dependent flow that can be readily produced in the laboratory 
is a steady uniform flow with superimposed traveling 
disturbances with no associated pressure fluctuations in the 
free stream. 

It is not difficult to illustrate the possibility of such a time-
dependent flow. With the Cartesian coordinates {x, y, z), for 
example, the momentum equations are satisfied by taking a 
flow field 

vx = U0, vy= (x — U0t), vz = 0, p = constant (5) 

which represent a steady flow of velocity U on which a two-
dimensional traveling disturbance is superimposed. No 
change in pressure is produced by the disturbance. Since, 
however, the disturbance is rotational having a component of 
vorticity in the ^-direction, the vortex filaments are stretched 
by the presence of a three-dimensional body such as a sphere. 
This means that the "compensating flow" introduced to 
satisfy the boundary conditions on the sphere must also be 
rotational. Moreover, the phase velocity of the traveling 
disturbance in the experiment was found to be different from 
the undisturbed velocity U0. These circumstances should be 
incorporated in the analysis if an elaborate theory is required. 
In view of the limited range of application of the present 
theoretical calculations, however, it is doubtful whether the 
solution warrants the extra complication involved. 

In order to simplify the calculations, it is assumed that the 
disturbance is relatively small, irrotational, and traveling with 
a velocity equal to that of the steady uniform flow. Using 
spherical polar coordinates (r,d,\) such that 

x= —rcosd, 3' = rsinScosX, z = rsin0sin\ 

the velocity potential is assumed to have the form 

where 

*n = - U, ••*} + &) COS0 

(6) 

(7) 

(8) 

is the velocity potential for the steady flow of velocity U0 past 
a sphere of radius a with its center at origin. The second term 

#i = -eaU0sink (rcosd+ U0t)I0(krsmd) (9) 

is the velocity potential for the superimposed disturbance 
traveling with the phase velocity U0 and wave number k. The 
final term 

*2 = - e « t / 0 £ Cn
a-^P„ (cosfl) (10) 

is the velocity potential for the compensating flow, where e is 
a nondimensional constant, I0 is the modified Bessel function 
of the first kind, P„ is the Legendre polynomial of order n, 
and C„ are the nondimensional constants (n = 1, 2, 3, . . . ) to 
be determined by applying the boundary conditions on the 
sphere. If e is assumed to be small as compared to unity, the 
disturbance represented by <J>, gives a velocity fluctuation of 
order eka(J0 for finite values of krs'md, and, when 
superimposed on the steady uniform flow, produces a change 
in static pressure of order e2k2a2pUl which is second order 
and is considered negligible. Although the velocity fluctuation 
increases indefinitely as krsind tends to infinity, this does not 
seem to seriously affect the results provided that con
sideration is limited to the region close to the sphere and the 

e = ka = 
k / y 2 10 _jrL 

a2Uo 
15 

l w 2 3 4 5 6 7 
5 
10 
15 

Fig. 13 Streamlines of theoretical model 

radius of the sphere is small compared to the wavelength of 
the disturbance, i.e., ka<<\. Figure 13 shows the in
stantaneous streamlines (with equidistant values of the Stokes 
stream function ^j) for the velocity potential $j using the 
value e = ka = 1 /VTO. 

Under the assumption that ka is small, the normal velocity 
induced by the traveling disturbance on the sphere is given by 
expanding equation (9) and keeping the first two terms 

( —^ ) = -ekaU0 \ cosdcoskU0t 

1 
- -A:«(3cos20- l)smkU0t) 

which must be canceled by the normal velocity calculated 
from (d$2/dr)r=a in order to satisfy the boundary condition 
on the sphere. The constants in the expression for $ 2 are then 
determined as 

Ci = -kacoskU0t,C2 •• k2a2smkU0t, 

C-i — CA -0 

The pressure on the sphere is obtained from the equation 

1 „ 3 * 

p 2 at 
(11) 

where 

2 = (±/d% fl*i_ * \ M 
Q lr2 \ dd dd d6 ) Jr-« 

9 r 

= - Ulsm26\ l+2eka(coskU0t 

— -kacosOsmkU0t) , 

3* _ / a*, \ / a*2 \ 
37 ~ \ 1 7 / r=a + \ ~IT J r=a 

= — ekaUg! coskU0t- -kacosdsinkU0tl, 

P 2 

and p0 is again the static pressure at infinity. The pressure on 
the sphere is thus given by 

—— = -AUl(l+2ekacoskU0t) -Bek2a2UlsinkU0t (12) 
p 2 

where 
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1 3 
A=- ( - 5 + 9cos20),B = - c o s 0 ( - 3 + 5cos20) (13) 

4 4 

If the velocity Kand the acceleration dV/dt at the location of 
the sphere center (r = 0) are introduced as 

• 0 * , ' / 0 * i \ 
K={/o + ( ^ - L ) =[ / 0 ( l + eA:acos/c[/00, 

V dx / r=0 
(14) 

= -ek2aU2
nsmkU0t 

the pressure on the sphere is expressed in the form 

p 2 dt 
(15) 

Equation (15) indicates that the pressure on the sphere 
consists of two terms, the one being proportional to the in
stantaneous dynamic pressure (\/2)pV1, and the other 
proportional to the time derivative of velocity pa(dV/dt). 
The coefficient A of the first term is the same as for the 
classical solution (4), but the coefficient B of the second term 
is considerably different. 

On writing V= U0 + ucosk(J0t, the ratio of the two terms in 
equation (15) becomes 

dV 

1ft ~2 

4irau 

~LU~n 
(16) 

where L = 2ir/k is the wavelength of the traveling disturbance. 
This indicates that the flow can be considered as quasi-steady 
when the condition 

47T-
a u (17) < < 1 
L U0 

is satisfied. The left-hand side of equation (17) in the present 
experiment ranged between 0.1 and 0.2, thus the contribution 
from the inertial term was 10 to 20 percent of the steady term. 

Discussion 
In the theoretical calculation, it is assumed that e and ka are 

small compared to unity which requires that the amplitude of 
velocity fluctuation is small compared to the mean velocity on 
the jet axis, and that the radius of sphere is small compared to 
the wavelength of velocity fluctuation. These conditions were 
not obviously satisfied in the experiment, where the maximum 
values of e and ka were 0.40 and 0.68, respectively. Moreover, 
the observed phase velocity of the disturbance was only two-
thirds of the mean velocity, whereas the theory assumes a 
phase velocity equal to the mean velocity. In spite of these 
circumstances, however, the experimental values of the 
coefficients A and B agree fairly well with theoretical results 
for the sphere location at x=6 cm (Figs. 11 and 12). The 
agreement is not as good for the sphere at x = 3 cm (Figs. 9 
and 10), and this may be due to the relatively large axial 
variation of the velocity fluctuation amplitude for that region 
of the jet. 

As seen from Fig. 2, the observed velocity fluctuation is not 
a simple sinusoid due to a slight distortion in the wave form 
which will result in higher harmonics. This distortion in
creased as the fundamental frequency decreased. This seems 
to account for the fact that the root-mean-square residual 
error from the least squares matching increased as the fun
damental frequency decreased. The values of the residual 
error were 10.2, 9.7, and 6.0 percent of the fluctuation am
plitude for the fundamental frequencies/= 300 Hz (x= 3 cm), 
350 Hz (x = 6 cm), and 450 Hz (x= 3 and 6 cm), respectively. 

No measurement of pressure was made on the rear portion 
of the sphere where the separation of flow modifies the 
pressure distribution. The effect of separation can be seen in 
the pressure distribution for meridional angle greater than 
0 = 70 deg, where the experimental values of A begin to 
deviate from the theoretical curve (Figs. 11 and 12). On the 
other hand, the experimental values of B agree fairly well with 
the theoretical result up to as far as 0 = 90 deg (Figs. 11 and 
12). It is uncertain to what extent the agreement is fortuitous. 

Conclusions 

Measurements of the instantaneous values of the surface 
pressure were carried out on a small sphere in a periodic 
pulsating jet in order to study the effects of unsteady flow on 
the surface pressure. Experimental values agreed moderately 
well with a concurrently developed inviscid theory. It is ap
parent from the present theoretical and experimental work 
that similar calculations can be performed on bodies other 
than spheres or even on a combination of bodies. By judicious 
choice of geometry, it may be possible to determine the 
location on the surface where the coefficients A and B vanish 
so that the measured pressure has no inertial contribution 
from the fluid velocity and acceleration. Pressure 
measurements at such points would indicate the static 
pressure fluctuations in the flow in the absence of the body in 
the same way as static probes are used in steady flow. 
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Search for Large-Scale 
Coherent Structures in the Nearly 
Self-Preserving Region of a 
Turbulent Axisymmetric Jet 
In an attempt to explore the existence of large-scale coherent structures in the nearly 
self-preserving region of an axisymmetric free air jet, a 2.54 cm air jet at a Reynolds 
number ReD = 6.8 x 104 has been investigated for x/D> 40 via both long and short 
time-averaged space-time correlation measurements. Conventional space-time 
correlation data with probe separations in the stream wise direction by as much as 25 
diameters suggest the passage of large-scale organized structures. The radial extent 
of these structures is about one local jet diameter, and the azimuthal extent is about 
a quadrant of the cross-section. Recurring quasi-periodic patterns are observed in 
the time series of short time-averaged correlations between longitudinal velocity 
fluctuations obtained with two arrays of hot-wires separated in the streamwise 
direction. These orderly patterns provide direct evidence for the existence of these 
structures. Quantitative details of these structures are now being investigated. 

I Introduction 

Research advances in recent years continue to suggest that 
large-scale coherent vortical motions are characteristic 
features of turbulent shear flows. While the existence, though 
not necessarily the precise role, of large-scale coherent 
structures had been suspected or even known for quite 
some time and occasionally investigated [1-8], the recent 
upsurge of activity in this topic has been fostered by the 
discovery of quasi-deterministic vortex-like structures in 
flows which otherwise would be regarded as fully (random) 
turbulent [9-12], As a result of this activity, there has evolved 
a persistent suggestion that these large-scale coherent 
structures play important roles in turbulent shear flows and 
perform most of the transport of heat, mass and momentum 
and production of turbulence energy and noise. Clearly, it is 
tempting to assume that an appropriate combination of these 
structures might capture the essential physics of shear flow 
turbulence and thus, form the basis of a viable theory [13-14]. 

While the presence of these structures in transitional flows 
and near fields of free turbulent shear flows has been 
established [11, 12, 15-21], some questions have been raised 
about the dependence of there nature and role on the 
Reynolds number, and initial or boundary conditions [22-25]. 
There appear to be sufficient evidences that these structures 
are also present in equilibrium turbulent boundary layer and 
wake flows [1-3, 7, 8, 26-29]. However, the role of the large-
scale coherent structures in turbulent shear flows, when 
present, is still elusive. 

As yet, there has been no conclusive evidence of the 
presence of large-scale coherent structures in the self-
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preserving regions of turbulent jets. The broad structural 
similarities—as revealed by conventional time-average 
measurements—among wakes, jets, mixing layers, and 
constant pressure boundary layers [30, 31], however, would 
naturally lead to the speculation that the spatial coherence of 
large eddies should exist in jet flows as well. Measurements of 
wavenumber-celerity spectrum in the nearly self-preserving 
regions (*•/£>> 30) of plane and circular jets in our laboratory 
[32] also provided an indirect indication of their existence and 
average linear growth with x. Furthermore, other ob
servations like modes recognized up to x/D= 10 [33, 34] and 
the periodic radial ejections observed at x/D=l5 [35] are 
suggestive of the existence of large-scale coherent structures 
farther downstream. 

It is the purpose of the present investigation to conclusively 
document the existence as well as some details of large-scale 
coherent structures in the nearly self-preserving region of the 
axisymmetric free air jet. By a large-scale coherent structure 
we mean a turbulent fluid mass of a size comparable to the 
width of the flow, but having an underlying vorticity in
stantaneously correlated over the spatial extent of the 
structure. (For further details of their characteristics and 
analytical and experimental considerations involved in their 
investigations, see [36]). In the present study, the approach 
involved both conventional space-time correlation 
measurements as well as simultaneous sampling by two linear 
arrays of hot-wires separated in the streamwise direction and 
eduction of the structures through short-time averaged cross 
correlation techniques [25, 27], 

II Apparatus and Procedure 

The experiments have been carried out in a 2.54 cm 
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Fig. 1 2.54 cm axisymmetric air jet. The dimensions are in cm. 

axisymmetric air jet at a Reynolds number (based on the exit 
nozzle diameter) of 6.8 x 104. The jet facility consists of two 
settling chambers in tandem designed for controlled excitation 
study [37], The mean velocity and fluctuation intensity 
profiles at and near the exit of the jet were checked to be 
axisymmetric. The jet discharges through the center of a 30 
cm diameter disc into a large laboratory (15m x 30m x3.5m) 
with controlled temperature, humidity, and traffic, so that the 
flow is essentially free from significant ambient recirculation 
and disturbance [38]. The flow facility is schematically shown 
in Fig. 1, where the dimensions are in cm. The exit centerline 
fluctuation intensity is 0.25 percent and is free from any 
spectral spikes. Further details of the facility and the 
aerodynamic characteristics of the flow are available in 
reference [37]. 

Longitudinal velocity signals were obtained with tungsten 
hot-wires of 4^m diameter operated at a resistance ratio of 1.5 
by commercial constant-temperature anemometers (both 
DISA and TSI). For long-time correlation measurements, the 
anemometer voltage was linearized by DISA linearizers 
(Model 55D10) before analysis by a PAR 101 Correlator. For 
the longitudinal velocity fluctuations uA(t) and uB(t) at 
spatial locations A and B, the long-time space-time 
correlation is defined as: 

1 f7" 
^ ( A x . r ^ l i m — uA(t'-T)uB(t')dt' 

r-oo T Jo 
(1) 

where Ax is the spatial separation between points A and B, 
and r is the time shift between the signals at the two locations. 
In the data sampling of hot-wire arrays, however, the bridge 
voltages were directly recorded by an eight-channel FM 
analog tape recorder (HP model 3968A) at a recording speed 
of 15ips with a frequency response of 5kHz. This frequency 
response was considered to be adequate for our objective since 
the frequencies associated with the large-scale structures are 
considerably lower. The recorded voltages were subsequently 
digitized through a 12-bit a-d converter, then linearized using 
the hot-wire response equation and written onto a digital 
magnetic tape (HP 7970E) for numercial analysis by the 

laboratory minicomputer (HP 2100S). Due to the limitation 
on the memory capacity available in the minicomputer, each 
record on the digital magnetic tape was 2.11s long. 

In order to infer the presence of the coherent structures 
from the time traces of hot-wire rakes, the short time-
averaged correlation coefficient Ry between longitudinal 
velocity fluctuations «,(/) and «,(/) at the ;-th and7-th hot
wire positions was determined through short-time integration 
defined as follows: 

Rij(f,As.,r,T) = — ^ 
J T Jo U U: 

(2) 

where u{ and uf are the short time-averaged rms of u, and Uj 
over averaging interval T, i.e., 

with 

HTJ7"<('+''-H 

[ljoV+n^]'/! 

U: = U, - < Uj > . 

(3a) 

(3b) 

Uj is the instantaneous longitudinal velocity and < u, > is its 
long time-average. Note that the summation convention is not 
implied for the subscripts /, j in equation (2). For each short 
time-averaged correlation coefficient Ry, signals were ob
tained from either the two upstream probes or one upstream 
and one downstream probe, with / andy denoting the hot-wire 
locations in the arrays. Since the values of Ax,r, T in this 
study were selected to be fixed, the short-time correlations are 
simply functions of / alone and thus denoted as Ry (t). 

The measurement scheme involved data taken from seven 
hot-wires, arranged in two configurations. That is, the up
stream location at x/D = 40 contained two hot-wires separated 
azimuthally, while the downstream location at x/D = 50 
contained a linear array of hot-wires aligned radially or 
azimuthally. The arrangements are schematically shown in 
Fig. 2. 

Relative to the conventional long-time average, the short-
time averaging process defines a sense of locality in time. To 
the extent that Taylor's hypothesis of "frozen flows" is valid 
[39], the corresponding locality in space can be inferred. If the 
averaging interval Tis chosen to be comparable with the time 
scale of large eddies, the temporal variations of short time-
averaged quantities should be essentially contributed by large 
eddies. For neighboring spatial positions in an Eulerian 
frame, if the velocity patterns of those large eddies passing by 
the sensors happen to be nearly deterministic, one should 
expect to observe some patterns in neighboring time traces of 

Nomenclature 

Cjj = normalized short time-averaged correlation 
of Rjjwith a sine wave 

D = nozzle exit diameter 
/, j = subscripts identifying probe locations 

e = reference sine wave function 
e' = rms value of e 

ReD = Reynolds number based on nozzle diameter 
and exit velocity 

RAB = conventional space-time correlation coef
ficient of streamwise velocity fluctuations at 
locations A and B 

Rjj = short time-averaged correlation coefficient of 
streamwise velocity fluctuations at probe 
locations /'and j 

uA ,uB = streamwise velocity fluctuations at locations 
A and B 

Uj,Uj = streamwise velocity fluctuations at array 
probe locations / andy 

Uj' ,Uj' = short time-averaged rms values of w, and wy 

u = instantaneous total longitudinal velocity 
< « > = long time-average of u 

Uc = center-line velocity 
x,y = longitudinal and transverse coordinates 
^ 0 5 = valueof^ where U= 0.5 Uc 

T = time-delay 
TOP = optimal t ime delay j 
< ( ) > time-average = lim — 

7"-oo T 

( ) = short time-average 

r 
Jo 

T Jo 

( ) * 

( ) * 
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Fig . 2 S c h e m e s o l hot-wire arrays 

Rjj(t), for example, reflecting corresponding events. If 7"is 
considerably larger than the time scale of large eddies, the 
identities of individual large eddies will be smeared out. 

Ill Results and Discussions 

III. 1 Conventional Space-Time Correlation Data. Before 
exploring time traces from arrays of hot-wires, it was con
sidered worthwhile to first infer possible existence of coherent 
structures through conventional (long-time) space-time 
correlation data. These data were obtained with two hot-wires 
separated in the streamwise direction, as schematically shown 
in Fig. 3. The upstream reference wire was held fixed at the 
transverse location y=y0,5 where the mean velocity is half of 
the centerline velocity at the same streamwise station. Data 
were obtained with the second wire traversed either along the 
same half-width line or over a downstream plane normal to 
the jet axis. Correlation of the two linearized hot-wire signals 
was obtained with the correlator. 

For each position of the second wire, which is sufficiently 
far away from the reference wire, space-time correlation 
produces a curve of the typical form shown in the insert in 
Fig. 4. The peak value of this curve defines the optimum time 
delay TOP . Figure 4 shows these long-time average correlations 
for several data sets obtained with the second wire traversed 
along the same half-width line. These data have been plotted 
as a function of time delay r nondimensionalized by rop; the 
correlation functions are normalized by their peak values. In 
these nondimensional coordinates, the correlation functions 
are essentially the same, independent both of the location of 
the reference probe and of the spatial separation between the 
two probes. The contours of constant values of (RAB)max with 
the upstream probed located at y=y05 atx/£>=40 and probe 
B traversed in the axial plane at x/D = 50 are shown in Fig. 5. 
These values have been normalized by the rms values at 
y=yo.s at the two streamwise stations. The correlation is 
signficant within one quadrant and extends radially for about 
one local jet diameter. 

Due to the spatial filtering effect of large separation, the 
space-time correlations measured should be dominated by the 
contributions of large eddies. The observed similarity of 
correlation curves could be interpreted by passages of similar 
large-scale structures. The sizes of these structures scale with 
local half-width y0.s. They are converted downstream with a 
velocity nearly equal to 0.6UC. Their radial extent at any x (as 
estimated from Fig. 5) is about one local jet diameter. An 
estimate of the longitudinal size of the structure can be ob
tained from Fig. 4. By extending the RAB data to smaller 
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Fig. 3 Scheme for conventional correlation measurements 
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Fig. 4 Conventional space-time correlations. XR and x M , streamwise 
stations of reference and moving probes (uncertainties for fl^g(r)/ 
(R^e)max a n c i T ' T O P a r e ± 1° percent and ± 1 percent, respectively). 

Fig. 5 Distribution of maximum space-time correlation over the 
transverse plane at x = 50D. The upstream reference probe is at x = 40D, 
y = y0.5 denoted by • (uncertainty is ± 10 percent for correlation, ± 1 
deg for angle, and ± 0.02 for y/y0.5>. 

values at both ends, it is clear that the length of the structure 
in time is about 3rop. This corresponds to about 6yQ 5 or 3 
local jet diameters, which is consistent with the wavenumber-
celerity spectrum data in the self-preserving region of a 2.54 
cm circular jet [32]. Since the long time-average statistical 
data in this study as well as in reference [32] cannot reveal 
specific details of the individual structures, exploration 
through instantaneous signals from hot-wire arrays, discussed 
next, were undertaken in order to uncover these details. 
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Fig. 6 Time traces of U; (r) for Scheme I in (a) and Scheme II in (b) 
(uncertainty is ± 3 percent for u; (t) and ± 0.5 ms for f) 

Fig. 7(b) 

Fig. 7 Time traces of Ay (f): (a) corresponding to Fig. 6(a); (b) 
corresponding to Fig. 6(b). The top trace is time shifted to the right by 
7op (" 80ms)(uncertainityis ± 10 percent for ft,,- and ± 0.5 ms fort). 
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Fig. 8 Time traces of <5/;(f): (a) corresponding to Fig. 7 (a); (b) 
corresponding to Fig. 7(b) (uncertainty is ± 10 percent for Cy/-, and ± 
0.5 ms fort). 

506/Vol. 103, DECEMBER 1981 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.86. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I l l 

1 (sec) 

(II) 

10 12 14 16 

I (sec) 

Fig. 9(a) Time traces of Cy (t) for Scheme I (uncertainty is ± 10 per
cent for Gjj, and ± 0.5 ms for t) 

HI.2 Time-Domain Study of Signals From Hot-Wire 
Arrays. Figure 6(a) shows a sample of time traces of 
longitudinal velocity fluctuations from the hot-wires in the 
radial configuration (see Fig. 2(a)). Figure 6(b) shows the 
corresponding time traces for the azimuthal configuration 
schematically drawn in Fig. 2(b). Some coincidences of 
velocity undulations are apparent among these turbulent 
traces. However, in order to uncover the possible existence of 
inherent structures, short time-averaged correlations of these 
traces are presented in Figs. 1(a), (b) corresponding to the 
radial and azimuthal data in Figs. 6(a), (b). The top trace is 
the cross correlation of signals from the two upstream probes. 
The remainder are short time-averaged correlations of signals 
from one upstream probe and one downstream probe. The 
top trace has been time-shifted by rop in order to provide a 
common time reference. It is now clear that there are intervals 
when the R,j traces, especially from adjacent probes, show 
patterns which are quite similar, indicating passage over the 
hot-wire array of orderly velocity patterns. Note that groups 
of quasi-periodic peaks or valleys do intermittently occur in 
neighboring traces with identifiable phase relationship to one 
another. 

The wake effects of the upstream probes seem to be in
significant. The mean velocities and the rms of longitudinal 
velocity fluctuations at the downstream probe positions were 
checked to be within the measurement uncertainty, with or 
without the upstream probes in place. The averaging interval 
Tfor the short time-averages was selected to be two and a half 
times the local time scale {y^.s/iViU^^Vl ms) of the mean 
flow at x=50D. The time delays for the short time-averaged 
space-time correlations R\j(t), y'=3, . . . ,7, were set to be 
equal to rop( = 80 ms), the optimum time delay between 
x = 40D and x = 50D shown in Fig. 4. The calculated results, 
like those shown in Fig. 7, indicate that, at least for the 
purpose of detecting the existence of spatial coherence of 
large eddies, the choices are reasonable. 

The observed orderly patterns and phase coincidences in 
neighboring traces apparently support the existence of spatial 
coherence of large eddies passing by the hot-wire arrays^ The 
deterioration of regularities found in the outer traces Rt}(t) 
and Rn(t) in Fig. 7(a) is consistent with the spatial extent of 
the structures, as also suggested by conventional correlation. 
The close resemblence among the trace patterns of the short 
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Fig. 9(b) Time traces of C» (t) for Scheme II (uncertainty is ± 10 
percent for <5y, and ± 0.5 ms lor f). 

time-averaged cross correlation coefficient function Rn (t) of 
two upstream reference probes and those of space-time 
correlation coefficient functions /?,,•(/), for j=3 ,7, in 
addition, provides some measure of evolutions of large-scale 
coherent structures convected from upstream. 

The R,j(t) traces in Figs. 7(a), (b) were further correlated 
with a sine wave, and the resulting correlation curve Cy-(r) 
are shown in Figs. 8(a), (b). The quantities C„ (t) are defined 
as, 

where e(t) =sm2-Kt/T, and e' is rms value of e(t). The 
averaging interval T is equal to the period of the sine wave, 
chosen to be the average period of the nearly periodic peaks 
and valleys apparent in the traces in Figs. 7(a), (b). By this 
short-time cross correlation with the sine wave, the in
termittent "periodicity" of trace patterns with "periods" in 
the neighborhood of that of the reference sine wave has been 
emphasized and, at the same time, the general phase coin
cidences and similarities between neighboring Ry(t) traces 
have been preserved. Furthermore, this has resulted in 
smoothing of the signals. Careful examination will reveal 
close resemblance among traces in Figs. 7 and 8 even though 
the latter are smoother. 

In order to depict more clearly the recurring organized 
patterns, longer traces C,j(t) have been presented in Figs. 
9(a), (b) for the radial and azimuthal arrangements of the hot
wires. Each of these two cases contains sufficiently long traces 
so that each is divided into two parts: (I) and (II); the traces in 
(II) directly follow those in (I). It is clear from these traces 
that presence of large-scale coherent structures of differing 
sizes and strengths is identifiable. The intervals, when large-
scale structures extending over sufficiently long streamwise 
length are present, have been identified by the dimension 
lines. In addition, there are intervals when, even though the 
duration of phase coincidence does not appear to be long, a 
characteristic "front" is apparent in most traces. These are 
marked by arrows. 

IV Concluding Remarks 

The purpose of this study was to search for the existence of 
large-scale coherent structures in the self-preserving region of 

Journal of Fluids Engineering DECEMBER 1981, Vol. 103/507 

Downloaded 02 Jun 2010 to 171.66.16.86. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



an axisymmetric free air jet. Conventional long time-averaged 
space-time correlations between hot-wires separated in the 
streamwise direction suggest passages of similar large-scale 
structures. These structures are as large as the local jet 
diameter. The azimuthal extent of these structures is about 
90°. The streamwise extent of these structures is about 3 times 
the local jet diameter. 

Direct evidence for the occurrences of these structures has 
been obtained from short time-averaged space-time cor-

• relation traces. These traces have been further smoothed by 
correlating them with a sine wave of a period typical of the 
intermittently occurring, nearly periodic peaks and valleys in 
the traces. The approach, in effect, emphasizes regularities of 
the trace patterns which are almost periodic with about the 
same period as that of the reference sine wave, while retaining 
the general phase coincidences and pattern similarities. The 
recurring quasi-periodic patterns are evident from these 
traces. 

Even though the evidence for the existence of large-scale 
coherent structures is convincing, it is to be recognized that a 
number of questions regarding the nature of the structures 
remain unanswered. Since high-speed flow visualization 
movies of turbulent shear flows reveal rapid evolutionary 
characteristics and interactions of large-scale coherent 
structures, it is proably not realistic that the same structures 
survive longer than a few diameters. In a high Reynolds 
number mixing layer, we found that the survival distance of a 
structure is about one structure length [25]. If a structure 
survives for a comparable length or longer in the self-
preserving region of the axisymmetric jet, there are proably 
mechanisms for structure renewal. That is, the structure 
might undergo a cyclical process of growth, breakdown and 
regeneration [26]. We have not yet obtained details of the 
evolutionary characteristics, the physical description of an 
average or the dominant structure, and the significance of 
these structures in Reynolds stress, turbulence production, 
and transport phenomena [36]. This study will be extended to 
address these questions. 

This research was supported by the National Science 
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Review—Basic Research Needs in 
Fluid Mechanics 
A small segment of the engineering community was surveyed to obtain their 
judgment regarding the long-range needs for basic research in fluid mechanics. This 
segment consisted of approximately 600 persons active in heat transfer and fluid 
mechanics committees within The American Society of Mechanical Engineers. 
Close to 200 persons responded giving useful information relating to needed 
research. Of the many topics identified, six generic areas stood out: turbulence; 
multiphase flows; fluid structure interactions; boundary layer effects; biological, 
geological, and environmental fluid flow; and the need for new facilities and im
proved instrumentation. These six areas were summarized and an initial estimate of 
the research priorities presented to the DOE-ESCOE workshop on Fluid Dynamics 
and Thermal Processes held at the University of Kentucky on February 1-2, 1979. 
The priorities were modified and the final results of the workshop included herein. 

Introduction 

The U.S. Department of Energy (DOE), recognizing that 
the need for short-term, mission-oriented development work 
must be tempered with a longer range viewpoint, has sought 
to strengthen its support for fundamental studies upon which 
future technological advances may be based. To do this, it 
invited the support of the engineering community to aid in 
providing direction for this work. As a first step in ac
complishing this, the DOE and the Engineering Societies 
Commission on Energy Inc. (ESCOE), a nonprofit cor
poration supported jointly by several engineering societies, 
sponsored a "Workshop on Fluid Dynamic and Thermal 
Processes" at the University of Kentucky on February 1-2, 
1979. The result of the workshop serves as a guide for future 
program support of fundamental research upon which the 
next generation of technological advance is being based. The 
workshop addressed four subject areas: fluid flow, separation 
phenomena, energy processing, and reactions. The full report 
of the workshop is reported by Eichhorn et al., in reference 
[12]. It is the purpose of this paper to provide a summary of 
the report contained in reference [11] which identifies basic 
research needed in fluid mechanics. This summary was 
prepared especially for the Journal of Fluids Engineering to 
serve as a guide for initiation or support of energy-related 
programs. 

Background 

We have passed the age where energy is cheap and abun
dant. Over the next few decades, conservation and improved 
efficiency of energy utilization will be second in importance 
only to the finding of new sources and development of new 
systems. The direct savings resulting from improved ef
ficiency of energy conversion devices is obvious. Not so 
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widely recognized are the "up front" energy investment 
savings which also result. A more efficient turbine or heat 
exchanger, for instance, can be smaller, utilizing less 
materials, reduced fabrication time, less production space, 
reduced packaging materials and transportation 
requirements, less insulation, and less installation space, all of 
which result in a net reduction in energy costs. Likewise, 
improved equipment lifetimes due to improved designs which 
experience lower wear, less vibration fatigue, or show more 
resistance to erosion or improved resistance to corrosion or 
environmental degradation, or which can reduce or be im
mune to biological attack or fouling, also will reduce our 
global energy needs. 

In all these cases mentioned, long-range fundamental 
research is going to be required in order to improve current 
methods or develop new techniques to "extend our energy 
reserves. This research must begin now in order to begin to 
have a significant effect by the mid-to-latter 1980s, and on to 
the end of the century. 

It appears reasonable to expect that numerous develop
mental technology areas within DOE might benefit from 
fundamental research and the results obtained. For instance, 
analytical and experimental modeling in the area of flow-
induced vibrations could result in optimization of component 
designs with respect to size, cost and performance, as well as 
to reduced downtime. Modeling of doubly-diffusive con
vection systems could lead to significant savings in the area of 
industrial process heat. Flooding is one of the fundamental 
limiting processes in multiphase flows having applications as 
diverse as packed beds and wetted wall columns in the 
chemical process industry and in emergency cooling of 
nuclear reactors. The area is so fundamental and widespread, 
it is impossible to assess the savings which could result from 
significant gains in this area. Knowledge gained through study 
of three-dimensional turbulence in rectangular ducts could be 
of substantial importance in estimating and improving MHD 
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generator performance. These and many other examples 
indicate the large potential payoff of basic fluid mechanics 
research, to say nothing of the spin-off technology as well. 

Unfortunately, fundamental research cannot be guaranteed 
to yield successful results since discovery of underlying 
principles is implied. Neither the fact nor the nature of 
discovery can be scheduled or directed. It was risk and the 
willingness to accept the possibility of missing targeted ob
jectives in order to achieve knowledge and success that once 
allowed this country to lead the world in achievement, real 
economic growth, and standard of living. By contrast, the 
support for fundamental research in terms of percent of the 
gross national product is the lowest it has been in modern 
times. Since the mid-1960s, the relative support for basic 
research has been diminishing in proportion to the ap
plications research and development. The country's real 
economic growth has nearly vanished. The standard of living 
has dropped. The ability of this country to compete in world 
markets has declined. The continued flow of new products 
based on ever-advancing technology fed by fundamental 
research has been all but eliminated. 

The coupling between the support of basic research and 
continued technical advance is obvious. The need for a return 
to increased support of fundamental research has been 
identified in numerous recent newspaper and magazine ar
ticles with the need to regain an economic leadership role in 
the world. This can only be done with an acceptance of risk -
that missing the target in one direction may lead the way to 
success in another. Because of its long-term nature, fun
damental research requires sustained support for extended 
periods of time to assure any reasonable probability of 
success. An interruption in support before a project can be 
brought to fruition frequently results in a total waste of the 
effort. In times of economic belt tightening or shifting of 
national priorities, consideration must be given to main
tenance of the basic programs having long term objectives. 

It was the concern for the need for new emphasis on energy-
related fundamental research that prompted the authors to 
prepare this document. The results indicate their best 
judgment of the priorities for this work and represent what 
they believe to be a consensus of those participants of the 
ESCOE-DOE workshop. A detailed report of the needs in 
fluid mechanics is given in reference [11], and for the four 
categories of the workshop in reference [12]. 

Methodology 

It is clearly impossible for two or three people to be 
cognizant or knowledgeable about the broad range of topics 
included within the realm of fluid mechanics. For this reason, 
the authors sought the assistance of a subset of the 
engineering community in a way which seemed both ex
peditious and practical to accomplish within the time con
straints allowed. A letter was sent to each active committee 
participant within the Fluids Engineering and Heat Transfer 
Divisions of The American Society of Mechanical Engineers. 
The letter invited each recipient to respond by identifying 
basic research deemed necessary for future development. 
Several research categories, including those originally 
identified by the ESCOE organizing committee, were 
suggested. Each individual was given a simple form which 
requested their "fill-in" response to the following questions: 

1 Needed Research Category (Primary) 
2 Needed Research Category (Secondary) 
3 Application for Future Need 
4 Description of Needed Research 
5 Reason This Research is Important 

In addition, the recipient was to give his name, position, 
degrees held, company affiliation and address, major and 

secondary fields of interest, and, on a scale of 1 (least, or 
zero) to 5 (most, or 100 percent), the degree of expertise in the 
field, as well as the degree of long-range planning or research 
undertaken in his job. 

Approximately 600 letters were mailed out and nearly 200 
usable responses weje obtained. Almost without exception, 
the respondents indicated both a high degree of expertise in 
their field of interest, as well as having 60-100 percent of their 
activities involved in long-range planning or research. In 
addition to the completed forms, many responded with ad
ditional comments by letter for which the authors were 
especially appreciative. Particularly useful were papers 
summarizing research needs as identified in references [2-9], 
while additional source material was found in reference [10]. 

From the responses to the survey, a list of research 
categories was developed, as shown in Table 1. Obviously, 
many of these categories are more design-related than fun
damental. However, as the responses were reviewed, patterns 
appeared indicating several overriding generic areas where 
individuals from many different disciplines within the broad 
definition of fluid mechanics expressed the same need or lack 
of fundamental understanding. It is these areas toward which 
the balance of this paper is directed. The topics included are: 

1 Turbulence 
1.1 fundamental understanding 
1.2 c o m p u t a t i o n a l t echniques (especial ly 

multidimensional internal and external flows) 
1.3 questions of scale of turbulence, including at

mospheric 
1.4 body force effects (anisotropy) 

2 Multiphase and Multicomponent Flows 
2.1 fundamental understanding 
2.2 interface transfers and nonequilibrium 
2.3 multidimensional and orientational effects and 

computational methods 
2.4 body force and miscellaneous effects 

3 Fluid-Structure Interactions 
3.1 flow over bluff bodies 
3.2 flow-induced vibrations 

4 Boundary Layer Effects 
4.1 turbomachinery 
4.2 forced and free convection 
4.3 instrumentation and measurement 
4.4 unsteady flow 
4.5 computational techniques 
4.6 atmospheric flows 
4.7 vehicle drag 

5 Biological, Geological, and Environmental Fluid Flow 
Effects 

6 Facilities and Instrumentation 
6.1 instrumentation 
6.2 facilities 

Each topic shall be summarized in the next section ac
cording to the foregoing order. In addition, the workshop 
participants felt there were certain overriding criteria or 
modes of activity toward which basic research projects should 
be directed, or within which framework should be un
dertaken. These are identified in a later section, "Research 
Activity Modes." It is believed that the consensus of the 
respondents is faithfully reported herein. The consensus was 
compiled with the additional input of the workshop par
ticipants (see the acknowledgments) and included the 
reflections of the authors themselves. 
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Table 1 Fluid flow research categories (primary 

1. Analysis and Modeling of Multiple Phase Flow 

a. Single component systems 
b. Multiple component systems 
c. Slurries 
d. Steady and unsteady flow 
e. Laminar and turbulent flow 
f. Mixing and separation 
g. Magnetohydrodynamic 
h. Pressure drop 
i. Flow pattern 
j . Internal flows 
k. Granular or particulate flows 
1. Nonequilibrium phase change 

m. Facility development 
n. Cavitation, corrosion or erosion 
0. Water hammer 
p. Turbomachinery 
q. Pump behavior 
r. Fundamental behavior 
s. Multidimensional flows 
t. Erosion 
u. Boundary layers and secondary flows 
v. Instrumentation development 
w. Bubble dynamics 
x. Surface tension effects 

2. Analysis and Modeling of Fluid Structure Interactions 

a. Analytical methods 
b. Turbulent effects 
c. Heat exchangers 
d. Acoustic-pipe vibration 
e. Experimental verification 
f. Fluid/structure interactions in turbomachines 
g. Fluid forcing function 
h. Fluid energy systems 
i. Rapid transients 

j . Turbomachinery 
k. Fundamentals 
1. Vibration and noise 

m. Unsteady flows 
n. Turbulence structural interactions 

3. Rheology 

a. Suspensions of fines 
b. Other non-Newtonian fluids 
c. Polymers and emulsions 
d. Blood flow 
e. Low turb trans. 
f. Particulate flows 
g. Slurries 

4. Particulate Behavior 

a. Particles > 10 
b. Particles > 3 but fi 10/i 
c. Particles < 3/j(respirable fines) 
d. Submicron part, behavior 
e. Particle separation 
f. Heat transfer 
g. Hot facility 
h. Filtration 
i. Particle trajectories and erosions 

j . Improved instrumentation 
k. Field (body force) effects 

5. Flow Through Porous Media 

a. Capillary flow and surface tension effects 
b. Two-phase flow and phase change 
c. Combustion 
d. Heat and mass transfer 
e. Compressible flow 
f. Fluidized beds 

Identification of Needed Research 
Turbulence. Throughout this century, the problem of 

turbulence has remained a frontier for research. There have 
been some remarkable strides in the last decade, but, except 
for the simplest shear layers, routine engineering analysis of 
turbulent flow is not yet a reality. 

Attention was directed to practical turbulent flow 
problems, namely, boundary layers. There were relatively 
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secondary) as consolidated from mailing responses 

g. Basic formulations 
h. Non-Newtonian behavior 
i. Physical properties 
j . Compressible porous media 
k. Surface tension effects 

6. Combustion 

a. Basic understanding and mechanisms 
b. Turbulence 
c. Fires and fire research 
d. Liquid sprays and droplet behavior 
e. Internal combustors 
f. Heat and mass transfer effects 
g. Fouling 
h. Flame propagation 
i. Particulate and gaseous fuels 
j . Surface tension effects 
k. Catalytic effects 
1. Microemulsions 

7. Heat Transfer 

a. Heat transfer through and between various fluids 
b. Ultra high energy density heat transfer 
c. Radiation 
d. Turbulent convection (forced and free) 
e. Combustion 
f. Film boiling 
g. Unsteady turbulent flow 
h. Turbomachinery 
i. Enhancement or augmentation 

j . Composites 
k. Multiphase extreme environments 
1. Measurements in extreme environments 

m. Gas-particle systems 
n. Coupled modes 
o. Thin films 
p. Separation or stagnation effects 
q. Oxides 
r. Between fluids and fibers 

8. Fluid Flow/Kinetic Interactions 

a. Fouling and degradation 

b. Slagging, corrosion, erosion 

9.' Surface Tension Driven Effects 

a. Marongoni flows 

b. Porous media 

10. Electro-Fluid Dynamics 

a. Transport processes 

11. Atmospherics 

a. Turbulence 
b. Marine 
c. Thermal energy sources 
d. Nucleation theory 
e. Weather prediction 
f. Power generation/pollution control 
g. Wind energy 
h. Solar-wind energy coupling 
i. Natural and forced convection 
j . Global energetics 

12. New and Improved Instrumentation and Measurement 
Techniques 
a. Particle sizing 
b. Fluid flow 
c. Extreme environments 
d. Laser anemometries 
e. Unsteady flows 

fewer cited problems of a fundamental nature, and these are 
summarized in Table 2. A related list of practical boundary 
layer problems is given later in Table 8. 

Basic research in turbulence can be extremely fruitful in 
spawning applications to many applied problems, whereas 
boundary layer studies often lead to excessively problem-
centered empiricisms. Support of basic turbulence research 
should therefore be maintained as a priority. 
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Table 1 (cont.) 

f. Multiphase flows 
h. Rotating machinery 

13. Development of a Flexible Flow Facility 

a. Cold facility. Modeling by ambient simulation. 
b. Hot facility. High temperature and pressure operation. 
c. Standards facility 

14. Fundamentals 

a. Laminar turbulent transition 
b. Turbulence and turbulent closure 
c. Turbulent heat transfer 
d. Turbulent mixing vessel 
e. Large-scale turbulence 
f. Separation and reattachment (steady and unsteady) 
g. Vortex motion 
h. Wave motion 
i. Boundary layers-general 
j . Boundary layer - structural inter, 
k. Boundary layer-separation 
1. Turbulence modeling 

m. Roughness effects 
n. Multiphase interactions 
o. General transient behavior 
p. Body force effects 
q. Electro-optical interactions 
r. Capillarity 
s. Lubrication 

15. Geometric Effects 

a. Piping components 
b. Transient flow 
c. General 3D flows 
d. Internal flows 
e. Blades and passages 
f. Bluff-body aerodynamics 

16. Compressible Flow 

a. Transonic flows 
b. Shock interactions 
c. Gas kinetics 
d. Turbulent rotating fields 
e. Nonequilibrium gas dynamics 
f. Acoustics 
g. Acoustic vibrations 
h. Turbomachinery 
i. Real gas effects 

17. Hydrology 

a. Land rehabilitation 

18. Energy Storage 

a. Natural convection 

19. Computational Methods 

a. Finite element analysis 
b. Turbulence-free flows, enclosed flows, and boundary layers 
c. Turbomachines-hydrodynamics, aerodynamics, unsteady 

flows 
d. Blades and passages 

20. Food Processing 

a. Energy retention 

21. Groundwater use of deep saline waters 

a. Oil recovery and injection 

22. Thermal/Physical Properties 

Fundamental Understanding. Although computational 
modeling received the most attention from respondents in 
Table 2, such models depend explicitly upon data sets having 
a high degree of reliability to give generality to the analysis. 
Thus, it is essential that basic research be supported for ex
periments in the structure of turbulence. Recently, the newer 
instruments, such as the laser anemometer and the con
ditioned-sampler hot wires, have revealed important new 
structures on both a large and small scale for turbulent and 

transitional flow. These data have resulted not only in much 
better understanding, but lead to improved models as attested 
by the many sophisticated new analyses presented at the 1977 
Penn State Symposium on Turbulent Shear Flows. The future 
of turbulence research probably lies in further detailed 
measurements, especially for complex flows, with the hope of 
yielding a more general theoretical approach with less em
piricism. 

Computational Modeling. The global modeling of tur
bulent motions is a fundamental research area of great im
portance, but most applications are to free shear layers and to 
wall layers which are of a boundary layer character. Thus, 
most discussion of this area is included in the section on 
boundary layer computational techniques. There has been 
considerable progress in free turbulence modeling. The Penn 
State 1977 Symposium presented several different second-
order closure models capable of making reasonable estimates 
of turbulent details such as intensity, fluctuation energy, 
Reynolds stresses, turbulent heat flux, production, and 
dissipation. These are still research tools not yet useful for 
engineering design applications, but the potential is there and 
support should be continued for turbulence modeling. User-
oriented models should be especially encouraged. 

Atmospheric Turbulence. Turbulent flow in the ocean and 
atmosphere becomes increasingly important as the en
vironment in which most of our badly needed alternate energy 
systems operate. More knowledge is needed of the fun
damental nonstationary statistical structure of the at
mospheric boundary layer, so that more efficient and reliable 
energy systems can be designed. Further study is needed of the 
effect of atmospheric flows on these systems. Of particular 
interest are the flow-induced vibrations which often limit the 
usefulness of windmills, OTEC designs, and large-scale solar 
power systems. 

The large-scale intermittent motions of the atmosphere are 
strongly affected by geometry and stratification. Although 
considerable success in numerical modeling of atmospheric 
turbulence was reported at the Penn State Symposium, this is 
still a fruitful area for research. 

Multiphase and Multicomponent Flows. Probably the most 
significant characteristic of multiphase/multicomponent flow 
technology is that, in spite of the huge amount of research 
undertaken and publications available, there remains a vast 
separation between our qualitative understanding and our 
ability to predict general multiphase behavior accurately. 
Design techniques today for almost any energy-system-related 
hardware must still either rely on exhaustive prototypical 
performance testing or suffer severe design conservatism 
and/or operational restrictions. Large penalties continue to 
be paid in terms of construction materials and processes, and 
reduced efficiency of operation. The excess energy 
requirements both in the manufacturing and in the operating 
stages are an area where large gains remain to be realized. 

A recent panel discussing . . . "Further Research and 
Urgent Problems on Two-Phase Flows . . . " [5] listed the 
coupling between gas-liquid pressure drop and flow patterns 
at the top of the list. Three of the first eight topics involved 
two-phase pressure loss in gas-liquid systems - probably the 
oldest topic of research in the field. Other needs include 
distribution of flows in manifolds and tees, flows with 
nonequilibrium phase change, transient bubble growth, and 
mass transfer in concurrent gas liquid flows. Even the correct 
form for the multiphase energy equation remains in doubt 
and people are still asking, " . . . which equation implies the 
least drastic hypothesis?" It is an instructive commentary on 
both the difficulty of the subject and on the emphasis of 
previous research that we have practically no idea today of the 
forces that drive void migration or cause phase distribution 
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Table 2 Research needs in fundamental turbulence summary 
of questionnaire responses 

Topic Number of 
suggestions 

1. Computational modeling 14 
2. Structure of turbulence 7 
3. Atmospheric turbulence 6 
4. Stability and transition 5 
5. Diffusion and mixing 4 

Total suggestions 36 

Table 3 Basic research needs for fundamental understanding 
of multiphase flows 

1. Field equations 
2. General extension of single-phase theories to multiphase flows 

(Poiseuille, Couette, rotation, stability, etc.) 
3. Flow patterns, extension of range 
4. Flow pattern stability with heat transfer 
5. Flow pattern transition and stability 
6. Laminar and turbulent transport 
7. Modeling of turbulent transport 
8. Regions of laminar separation 
9. Turbulent dispersion 

10. Turbulent transport of droplets and particles 
11. Unsteady flow effects on pressure drop and heat transfer in 

multidimensional systems 
12. Unsteady flow effects 
13. Unsteady flow effects in multidimensional boundary layers 
14. Unsteady flow effects 
15. Pressure drop in packed beds 
16. Improved understanding of pressure losses 
17. Packed bed behavior 
18. Motion of granular materials 
19. Fluid profile effects, voids, velocities, temperatures in both steady 

and transient flows 
20. Multidimensional experimental data 
21. Boundary layer and secondary flows 
22. Heat transfer 
23. Bubble dynamics 
24. Interactions with solid structure from erosion or damage stand

point 

and separation, and virtually no work has been undertaken in 
this area. 

Experimentally, it is still almost impossible to measure two-
phase mass flows or individual phase velocities under any but 
the most simple conditions. Yet current tests being undertaken 
costing hundreds of millions of dollars require these 
measurements. 

As the size of equipment of all kinds continues to increase, 
so does the need for accurate computational techniques. It 
becomes more and more difficult to experimentally determine 
safety margins or operational characteristics in sufficient 
detail for optimization purposes. Full scale prototypical or 
operational in situ tests become more difficult or unsafe as 
sizes increase. The alternative is development of sophisticated 
computational systems using accurate physical modeling 
principles, to be tested against a wide variety of smaller scale 
experiments. Baseline data for qualification of these codes for 
a broad range of advanced energy system configurations, 
technologies, and component hardware is required. 

Even with the development of qualified advanced com
putational techniques, application to full scale systems 
requires knowledge of geometric scaling which is currently 
lacking. The computer codes themselves provide a scaling 
link, generally "opaque" from a fundamental viewpoint, 
between models and prototypes as long as the physical 
behavior of the phenomena are adequately described within 
the computational framework. But only the phenomena and 
interactive combinations which were originally recognized 
and therefore included in the modeling are subsequently 
incorporated into "scaling by computation." 

Fundamental Understanding. A summary of the research 
needed is shown in Table 3. Details of the applications and 
reasons for the need are included in reference [11]. Curiously 
lacking from the literature are simple extensions to well-
known single-phase analyses, for instance, for flows in ducts 
or tubes or between rotating cylinders. No extensions of 
analyses of laminar flow stability in boundary layers appears 
to have been undertaken. It would seem that a significant 
body of intuitive knowledge could be gained and then ex
trapolated to more complex situations. Indeed, universal 
agreement is yet to be obtained regarding even the exact form 
for the multiphase field equations. 

The relationship between single-phase flow regime and 
transport phenomena has been well known for many years. 
Recent works have pointed out similar dependence for the 
more complex case of multiphase flows, where not only the 
turbulent structure, but also the phase interface structure is 
important in governing transport of mass, momentum, and 
energy. Except in very simple cases, no objective means have 
yet been tested even to identify and classify flow regimes, 
much less to define their extent or stability. Extensions to 
transient situations are practically nonexistent. 

Questions of turbulence, turbulent mixing and dispersion, 
and turbulent transport of droplets and particles along with 
laminar-turbulent transition need to be addressed. The 
question of laminar separation remains an open issue having 
both economic and safety implications. 

A broad area of concern with which some degree of success 
is beginning to be achieved in limited areas includes methods 
to predict unsteady or transient behavior in multiphase-
related equipment. Simple accelerating flows, unsteady 
boundary layer effects, and especially unsteady flow-structure 
interactions, present a generally unknown area affecting 
questions of fatigue failure, excess pressure losses, and system 
efficiency. Most methodology and correlations developed to 
date are valid only for steady state, well-controlled situations. 

Numerous other questions need attention, including 
multiphase flows in packed beds and flows of granular 
materials. Perhaps the area requiring the most intensified 
efforts deals with experimental data of a fundamental nature. 
Both steady state and transient profiles of component and 
phase volume fractions, velocities, and temperatures are 
needed for exactly the same reason as they were needed in 
single-phase flows - to allow a comparison with fundamental 
theories of behavior to be made. 

Interface Transfers and Nonequilibrium. While one-
dimensional modeling of multiphase phenomena has 
predominated to date, it is clear that future models will be 
more complex. Multidimensional methods will have to be 
developed. While models which rely on descriptions of the 
local mixture (barycentric) velocity coupled with a description 
of the phase velocity relative to the mixture may prove useful 
in future multidimensional applications, multifluid models 
describing each phase or component separately have gained 
early success and acceptance. It appears that utilization and 
expansion of such models over the next decade will 
predominate, even though the models require quantification 
of interfacial transfers which are virtually impossible to 
measure today. While of a very fundamental nature, this class 
of problems will achieve such central importance that it must 
be considered by itself. 

While there are many areas requiring definition, some 
delineated in Table 4 with applications and justification given 
in reference [11], one must really examine the basis of mass, 
momentum, and energy transfers in both steady and transient 
situations. Transfer laws by themselves, however, are only 
half the story since the transfer areas must also be specified. 
This latter problem is, of course, closely allied to specification 
of flow regimes and regime stability and transition. Some 
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Table 4 Basic research needs for interphase transfers and 
nonequilibrium 

1. Improved understanding of interfacia! transfer of mass, 
momentum, and energy 

2. Improved understanding of transient and steady state transfer 
mechanisms 

3. Improved understanding of interface formation, deformation, 
and renewal mechanisms 

4. Molecular scale modeling 
5. Improved understanding of cavitation phenomena 
6. Improved understanding of cavitation phenomena in entering 

passages 
7. Direct contact condensation - limit of condensing rates 
8. Vapor release in suddenly expanded systems 
9. Transient phase geometry determination 

10. Particulate or droplet continuum coupling 
11. Establishment, maintenance, and boiling in thin films 

behavior may be adequately described through transfer 
coefficients or combined specification of transfer coefficients 
and areas. It appears, however, that nonequilibrium and 
transient interfacial transfers require separate descriptions of 
both the exchange mechanisms and the interfacial areas. 
These must then be coupled with ideas concerning surface or 
boundary layer renewal. There is an implication of molecular 
scale modeling which might be necessary in some instances. 

It appears that a further understanding of nonequilibrium 
phenomena may yield an improved understanding of 
cavitation and flashing phenomena. These phenomena play 
important roles in turbomachinery, pumps, propellers, im-
pellors, flow control devices, and the like. Cavitation and 
flashing are basically the same phenomena studied by dif
ferent workers for generally different reasons, but having 
safety and efficiency implications in most areas. Similarly, 
concerns regarding direct contact condensation, especially 
when leading to rapid local decompression, are important as 
the resultant water hammer effects may lead to equipment 
failure. 

Multidimensional and Orientational Effects and Com
putational Methods. The development of qualified com
putational methods was stressed in the introduction to the 
section on Multiphase and Multicomponent Flows as being 
fundamental to future design and optimization of energy 
conversion equipment. Before such methods will be of wide 
utility, however, an increased understanding of 
multidimensional flow field behavior must be achieved. As 
identified in Table 5, areas dealing with general internal 
flows, flow mixing and turbulence, and nonsymmetric flow 
fields, such as with flows not directed colinearly with the 
major body force, must be understood. An understanding of 
steady and time-dependent flows in blades and passages will 
be especially important in development of turbomachinery, 
while flows around tubes, baffles, and the like must be 
studied to improve heat exchanger designs. There is a 
possibility that increased coal utilization for power plants will 
have to depend on slurry transport, requiring studies in this 
area. (It appears that continued postponement of the nuclear 
option coupled with decreasing oil supplies make coal 
utilization inevitable, regardless of its lack of attractiveness 
from cost, pollution, and health standpoints.) 

Closely coupled with increased knowledge of 
multidimensional behavior will be the development of 
computational methods based on the understanding gained. 
Three major immediate needs appear to be: 

1 general multidimensional behavior in laminar and 
turbulent flows; 

2 inside blades and passages, multidimensional flow fields, 
branches; 

3 around tubes, plates, and baffles. 

Body Force and Miscellaneous Effects. Increasing em-

Table 5 Basic research needs for multidimensional and 
orientational effects in multiphase flows 

1. Fundamental analysis and data in general internal flow systems 
such as diffusers, bends, around obstructions, etc. 

2. General multidimensional behavior in laminar and turbulent 
flows 

3. Flow mixing due to strong and weak cross flows 
4. General multidimensional modeling in turbulent flows including 

general stability criteria 
5. Inside blades and passages, multidimensional flow fields, 

branches 
6. Relative velocity and phase distribution in horizontal and inclined 

ducts 
7. Fundamental analysis and data in general internal flow systems as 

diffusers, bends, around obstructions, etc. 
8. Flow mixing due to strong and weak cross flows 
9. General multidimensional modeling in turbulent flows including 

general stability criteria 
10. Relative velocity and phase distribution in horizontal and inclined 

ducts 
11. Develop theory and data in rotating flows 
12. Steady and unsteady flow behavior in blades and passages 
13. Steady and unsteady flows in orifices, entrances, exits, branches 
14. Theories for flashing flows through valves and orifices 
15. Movement of droplet fields through nozzles 
16. Multidimensional particulate and granular flows 
17. Flows around tubes and baffles 
18. Three-dimensional flows with shocks 
19. Develop two-phase "Reynolds" flow methods 

phasis on nongravitational field, body force effects is oc
curring in all areas of fluid mechanics. Multiphase flows 
appear to be no exception. Research is needed relative to 
steady and pulsed magnetic field effects to pursue develop
ments in MHD systems and in fusion system blankets and 
inertial confinement systems. Centrifugal separation flows 
and electrostatic flows must be studied to improve efficiency 
of rotating turbomachinery as well as particulate separation 
systems. 

Other concerns which do not seem to fit any particular 
category (Table 6) concern slurry behavior and interactions 
between droplets or particulates and solids, and between 
cavitation and corrosion. The former are of interest in many 
different applications such as spray systems, combustors, 
MHD generators, fuel transport systems, and rotating 
machinery, especially coal-fired turbines. 

Fluid-Structure Interactions. In the area of fluid-structure 
interactions, there appear to be two principal research areas 
that recur, as summarized in Table 7. One deals with flow 
over bluff bodies, and this area can be divided into 1) mean 
effects, 2) instantaneous local effects, and 3) integrated ef
fects. The second area of research that appears to be 
paramount in fluid-structure interaction is ihe field of flow-
induced vibrations. 

Flow Over Bluff Bodies. Research in this field is needed 
dealing with vortex shedding, flow separation and reat
tachment, similarity requirements to interpret model tests in 
terms of the full-scale measurements, time scale of turbulence 
for full scale and models, and unsteady forces and moments. 
Applications of research in this field would lead to better 
design of buildings, large structures, bridges, solar collectors, 
power towers, wind turbine support, and OTEC pipes, as well 
as support structures. 

Flow-Induced Vibrations. Flow-induced vibrations are 
often the primary design constraint on large power machinery 
such as turbines, reactors, and off-shore platforms. While 
considerable progress is being made on mechanisms such as 
galloping, flutter, or heat exchanger tube instabilities where 
quasi-steady analysis yields good agreement with data in 
single-phase flow, there are vast uncertainties in two-phase 
flow and for inherently unsteady mechanisms such as vortex 
shedding and interaction of fluid jets. Considerable effort 
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needs to be made in both acoustic flow-induced vibration such 
as noise generated by separated flow, vortex-induced edge 
tones, and heat exchanger acoustic resonance, as well as in the 
prediction of the associated pressure fields and their influence 
on adjacent structures. Vortex-induced structural vibration in 
an oscillating flow, such as for off-shore platforms, remains 
largely unexplored. Very little data are available on the in
fluence of two-phase flow heat exchangers, even on some of 
the better-defined vibration mechanisms. 

Boundary Layer Effects. Almost all practical flow 
processes involve shear layers. Further, nearly all flow 
processes associated with energy production and transfer 
involve macroscopic scales and either gases or liquids of low 
viscosity, so that Reynolds numbers are relatively high. Thus, 
most energy-related flows are turbulent and often of a 
boundary layer type. Possible exceptions are the flows 
associated with delicate instrumentation, porous media, thick 
oils, and certain separation techniques. In many cases, the 
behavior of the turbulent boundary layers surrounding an 
energy device is the controlling factor in the performance of 
the device. Yet, even after 75 years of boundary layer 
research, both our fundamental and practical knowledge of 
boundary layers remains inadequate for efficient design and 
utilization of such devices. One can conclude that boundary 
layer research continues to be a vital part of the national 
energy program. New ideas and viewpoints are especially 
needed. The problem is not whether boundary layers are 
important, but rather which areas are most important and can 
yield the best return in a national basic energy research 
program. 

Of the nearly 300 research needs detailed on the 
questionnaires, 150 were directly related to boundary layer 
effects. A breakdown is given in Table 8. Excluded topics 
were primarily concerned with areas specifically treated in 
other sections, fundamental turbulence concepts, multiphase 
flows, fluid-structural interactions, biofluid interactions, and 
flow facilities. Let us summarize the important needs in the 
most significant areas from Table 8. 

Turbomachinery. Some of these boundary layer problems 
are strongly coupled to other effects. Probably the most 
serious problem in turbomachine design is the ability to 

Table 6 Miscellaneous basic research needs for multiphase 
flows 

1. Particulate or droplet behavior in liquid slurries and gas/vapor 
carriers 

2. Pressure drop, concentration, wear, abrasion relationships in 
slurries 

3. Optimize mixture and particle size in coal slurries 
4. Study effects of liquid or particulate impacts on materials 
5. Cavitation-corrosion interactions 

withstand destructive fluid-structural oscillations. Improved 
design procedures in this area are vital. The next most serious 
problem is designing turbomachines to handle two-phase 
fluids involving mixtures of gases, liquids, and solids. 
Strongly coupled to these problems is the inadequacy of 
present methods for analyzing unsteady boundary layer flow 
in complex turbomachine geometries. Almost all existing 
unsteady boundary layer analyses are for laminar flow; the 
problem of unsteady three-dimensional turbulent boundary 
layer separation is only just being addressed. More work 
needs to be done on compressor stall and surge problems. 

Although turbomachine design is well developed in an 
empirical sense, more effort needs to be devoted to improving 
machine efficiency, especially for smaller devices with 
unusually low or high heads. Low head applications abound 
in the form of thousands of small flood-control dams in this 
country. It is estimated that more than 10,000 MW of power 
could be recovered from such dams if suitable low cost, ef
ficient, reliable turbines were available. Similarly, reliable, 
low cost high-head devices are needed for pump-turbine waste 
energy utilization, such as the use of deep aquifers to store 
waste warm or cold water for later use. 

A few percent improvement in turbomachine efficiency will 
have a large effect on national energy savings. Too much 
effort has been expended on blade design, leaving unsolved 
problems with the turbomachine's poor stepchild: nonmoving 
passages such as inlets, guide vanes, and diffusers. Clearly, 
such improvements will involve both theory and experiment. 
Manufacturers lack the resources to make such detailed 
studies, so the research efforts fall to large-scale national 
support. 

Forced and Free Convection. Certain problems are 
associated with laminar flow with combustion in fluidized 
beds, but most convection problems are directly related to 
turbulent boundary layers. High energy density in liquids is 
still limited by the burnout problem, where further research is 
needed. 

Blade cooling in very high temperature applications con
tinues to be a limiting factor to the efficiency of tur
bomachines. Support in this area, especially for new ideas, 
could be quite productive. A similar situation exists in heat 
exchangers, where boundary layer separation limits the 
burnout flux. Some new ideas are needed in the rod-bundle 
field, perhaps involving noncircular shapes. Much heat ex
change equipment is also limited by sooting and fouling, 
which is dealt with in more detail in the section on biofluid 
interactions. 

Many new heat transfer applications involve complex or 
unusual fluids, where theory and experiment are less 
developed. The resurgence of coal, wood chips, and other 
solid fuel devices clearly calls for new research into efficient 
extraction of energy from complex substances. Probably the 

Table 7 Basic research needs in fluid-structure interactions 

Research needed Application Reason for need 
Flow Over bluff bodies 
8 mean effects 
8 instantaneous local effects 
• integrated effects 

Flow-induced vibrations 
8 flow separation 
8 reattachment 
8 vortex shedding 
8 fluid structure interactions 
8 flow over tube bundles 

and in nuclear reactor 
cores 

Design of buildings, large structures. 
Bridges, solar collectors, power tow

ers, wind turbine supports, OTEC pipes, 
and support structures 

Design of heat exchangers, nuclear re
actors, turbines, rotating machinery 

Proper designs, earthquake protection 
energy conservation, prevention 
of failures and damages to 
collector fields and wind tur
bines. Placement and design 
of cold water pipe in OTEC. 

Higher efficiencies and lower 
cost in heat exchange equipment, 
better rotating machinery, 
safer nuclear reactors 
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Table 8 Research needs in boundary layer effects summary 
of questionnaire responses 

Topic Number of 
suggestions 

1. Turbomachinery 28 
2. Forced and free convection 23 
3. Instrumentation and measurements 15 
4. Unsteady flow 13 
5. Computational techniques 13 
6. Atmospheric flows 12 
7. Flow in porous media 10 
8. Separation and reattachment 9 
9. Drag of vehicles 5 

10. Rheology 4 
11. Cavitation 3 
12. Acoustics and noise 3 
13. Magnetohydrodynamics 3 
14. Film flows 2 
15. Secondary flows 1 
16. Diffuser flows 1 
17. Fire flows 1 
18. Blood flow 1 
19. Water waves 1 
20. Body force effects 1 
21. Surface tension effects 1 

Total suggestions 150 

most economically promising area in heat transfer is the 
development of sources formerly unused or wasted, such as 
ocean temperature differences, exhaust heat from process 
devices, solar ponds, aquifer storage, or geothermal energy. 
New designs are needed to utilize heat transferred across very 
low temperature differences or low potentials. In general, the 
entire field of heat transfer offers a fruitful place to search for 
improvements in efficiency and utilization of energy. 

Instrumentation and Measurements. Concurrent with the 
need for a nationally supported flow facility, to be discussed 
in the following, is the need for comprehensive flow data and 
instruments. The entire field of turbulence modeling depends 
explicitly upon careful three-dimensional measurements of 
complex flows. Of special interest are measurements of 
unsteady or pulsating flows. New instruments are needed for 
applications to high temperature, high heat flux, particle 
sizing, and reacting flows. 

The laser anemometer is an extremely attractive new in
strument which has already broken ground in measurement of 
velocity profiles in turbomachine passages. Such detailed 
data, however laborious and expensive, are vital to the quest 
for a realistic prediction model for complex turbulent flows. 
In the future, progress will be rapid if laser instruments can be 
made cheaper and simpler, so that small businesses and 
colleges can enjoy the fruits of this new tool. 

Development is needed for reliable unsteady flow in
struments. If possible, all new instruments should be capable 
of being incorporated into automatic measurement and 
control systems. 

Unsteady Flow. Research is needed, especially for high 
Reynolds numbers, in many topics: pulsating flow, vortex 
shedding, water hammer, bubble collapse, and random 
phenomena. Most such unsteady flows react strongly with 
structural aspects of the design. Prediction schemes for steady 
flow are hampered by inadequate knowledge of the mechanics 
of transient, three-dimensional turbulent boundary layer 
separation. Research in this area could be very fruitful. Most 
of the destructive instabilities which occur in turbomachines 
are large-scale effects which need further study. As mentioned 
earlier, better instrumentation is the key to assessing these 
problems. Better documented, and therefore of less pressing 
research need, are nonlinear transients which occur in ducting 
systems. 

Computational Techniques. Over and over, flow research/ 

ers express a need for a prediction tool to supplement ex
perimentation. Earlier hopes that the digital computer could 
soon serve as a "numerical wind tunnel" have been dashed by 
unattainable needs for very large core storage and com
putation time. Computer modeling in the foreseeable future is 
limited either to low Reynolds numbers (about 105 at best) or 
to large-scale turbulence. Many needed modeling studies are, 
of course, fundamental problems in turbulence. The problems 
are of two types: free turbulence, such as in the atmosphere, 
jets, or wakes; wall-related turbulence. Many problems such 
as bluff-body vortex shedding or jet discharge into confined 
regions involve both types of models. 

The great enthusiasm of researchers for turbulence models 
has not been matched by the quality of the results obtained. 
The only generally reliable turbulence computer codes in 
existence are for two-dimensional thin boundary layers and 
for vertically-averaged tidal flow in estuaries. The boundary 
layer codes were established by the Stanford Competition of 
1968, at which many of the traditional accepted codes were 
found to be hopelessly at variance with experiment and hence 
discarded. A similar international competition in 1975 for 
three-dimensional turbulent boundary layer codes revealed no 
winners; that is, not a single submitted code was able to 
predict the correct shape of the separation zone in front of the 
root section of a cylindrical fin. Even the best of these 
boundary layer codes is presently unable to compute any 
significant distance into a separation zone, and hence to 
interact with the outer stream in separating flows. Future 
research in boundary layer computation should stress this 
area of separation and reattachment interactions. More 
pedigreed three-dimensional boundary layer data should be 
obtained, new broadly-based competitions should be held, 
and the losing codes should be firmly discarded. Support in 
this area should be guided by inspired agencies especially 
sympathetic to new ideas. Some researchers feel it is much 
more likely that the modeling keys will lie in new concepts 
such as, for instance, the surface renewal concept, rather than 
in further refinement of the traditional eddy-viscosity con
cepts. 

The preceding discussion of boundary layer codes applies in 
equal manner to the need for reliable turbulent-mixing codes, 
especially when coupled to complex effects such as 
stratification, combustion, multiple phases, and unsteadiness. 
Improved mixing models are especially needed for at
mospheric and oceanographic flows. For example, plans to 
utilize Ocean Thermal Energy Conversion (OTEC) are 
primarily dependent upon our ability to assess accurately the 
redistribution and mixing of ocean thermal structure caused 
by such large floating heat engines. 

There is more to be gained than basic knowledge from these 
turbulence computer codes. If reliable codes can be 
documented and utilized, they will greatly reduce the cost of 
design, development, and testing. Eventually, true design 
optimization of energy-related systems could become a 
reality. 

Vehicle Drag. Of great potential importance, but cited 
rather seldom by questionnaire respondents, is the problem of 
vehicle drag reduction. The average fuel cost for a cargo ship 
is three to five million dollars per year. Automobiles and 
trucks and buses in this country consume some fifty billion 
gallons of gasoline per year. Even a small reduction in drag of 
these vehicles represents a vast saving in this nation's fuel 
consumption. Perhaps the ripest area for aerodynamic 
research is in domestic autos, where styling and other social 
considerations presently outweigh aerodynamic drag 
penalties. The average drag coefficient, based on frontal area, 
of an American auto is approximately 0.4. The minimum 
achievable drag coefficient is about 0 . 1 - a 75 percent 
reduction - but no one is presently conditioned to drive 
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downtown in a four-wheeled tear drop. There is clearly a lot 
of room to negotiate a compromise between styling and drag 
to obtain, after suitable research, a 30 percent reduction in 
auto drag. At highway speeds, such an auto would use one-
half gallon less fuel per hour. Similar research would benefit 
trucks and buses and other vehicles. In many cases, the 
solution will merely involve window placement, rear hatch 
angle, grill shape, or underbody protuberances. This is 
potentially a very fruitful field for energy research. 

Biological, Geological, and Environmental Fluid Flow. 
Research in this category is of significance to a number of 
energy-related problems. The sample from which data were 
obtained consisted mostly of professors in mechanical and 
chemical engineering departments or engineers working in 
industries such as the automotive or the aircraft industry. 
There appears to be no large input from the community of 
bioengineers, physicists, and people concerned with at
mospheric phenomena. Nevertheless, there appears to be a 
very strong feeling that the following secondary research 
categories are of importance: 

1 Basic understanding of flow phenomena in porous 
media, including pressure drop and heat transfer needed for 
oil recovery (secondary), filtration, cleanup of oil spills, 
geothermal heat recovery, and thermal insulation. 

2 Fouling of heat exchangers, especially in marine en
vironments required for improved heat exchanger per
formance needed for closed cycle OTEC applications. 

3 Basic studies of flow and stability of stratified fluids 
with body forces. Experimental verification on a large scale is 
needed for solar ponds, atmospheric phenomena, inversion 
layers, and geophysical fluid mechanics. 

4 Non-Newtonian flow in capillaries to yield a basic 
understanding of blood flow required in the biomedical area. 

In all cases, there appears to be a lack of basic un
derstanding of flow phenomena and fundamentals of 
processes and sufficient experience in application to real 
systems to permit good design. Research along experimental-
analytical lines with concurrent investigation of applications 
should be undertaken. 

Atmospheric Flows, Atmospheric and oceanographic flows 
are the controlling factor in many alternate energy sources. 
Modeling of such flows, which are large-scale, turbulent, and 
nonstationary, is an area of fundamental turbulence research. 
Problems in application are of a very practical engineering 
nature. Cooling towers, windmills, solar collectors, tidal 
generators, and OTEC systems are all exposed to these flows 
and have severe reliability problems especially due to 
structural interactions. Efficiency is impaired by their in
termittent performance. Terrain and persistency effects must 
be studied, and methods developed for selection of favorable 
sites. Air/sea interactions should receive study to assist in 
setting maximum design conditions. Weather predictions, 
though less useful, can contribute to overall policy on siting 
decisions. 

Facilities and Instrumentation. Improved understanding of 
fundamental behavior, application of fundamentals to 
complex situations, and development of advanced com
putational techniques must all rely on experimental 
verification for acceptance. Efforts involved in such 
verification are generally much more extensive in their range 
and cost than those required in the initial development of the 
concept. Specialized measurement techniques and test 
facilities are required, some of which currently do not exist. 
Many people responding to the survey identified needs in this 
area which are summarized below. 

Instrumentation. Improvements in both steady and 

transient velocity measurement capability for remote fields, 
extreme environments, and for various multiphase situations 
were high on the list of instrument needs (Table 9). 
Specialized devices to evaluate interfacial transfers in 
multiphase flows are also needed. Specialized devices to 
measure parameters within fluid machinery and especially 
turbomachines are needed. Finally, improved commercial and 
industrial instrumentation is needed to improve operational 
efficiencies of energy conversion and utilization devices and 
systems. 

Facilities. Numerous fluid flow and thermal hydraulic test 
facilities exist in the United States. Many universities, 
research laboratories in industry, and national laboratories 
have facilities of various capabilities. These are generally 
developed for particular applications and are in continuing 
use for long projected times. The availability for other 
purposes is usually limited. Numerous respondents identified 
the need for various classes of experimental facilities which 
would be available for generic developmental studies in a 
broad class of research fields. Individual workers or small 
research groups would thus have a vehicle for testing devices 
or theories in a manner otherwise impossible due to lack of 
equipment. 

There were a large number of stated suggestions, their 
categories being summarized in reference [11]. All seemed to 
fall into the following three categories: 

(a) Calibration facility for single-phase or multiphase 
gas-liquid or particulate flows. This facility would provide 
very close control of flow parameters and make available the 
most accurate calibration standards available. 

(b) A facility for achieving ultra high Reynolds numbers 
is required. This facility would be utilized for studying at
mospheric-structural interactions, ocean-structure effects, 
and other effects on large equipment and structures. 

(c) A high temperature, high pressure facility for single-
phase and multiphase studies of a fundamental nature using 
both steady and unsteady flows. A facility having 
multicomponent capability would suffice for both adiabatic 
flows without mass transfer between phases, as well as for 
nonadiabatic situations with phase change. 

Research Activity Modes. We see that there are certain 
modes of research activity that will often characterize ef
fective work toward achieving the objectives we have stated. 

Experimental Investigation of Component Phenomena. 
Greater attention ought to be given to formulating ex
periments which isolate aspects of complex phenomena. Such 

Table 9 Research needs in instrumentation development 

1. Develop remote field velocity sensors and flow visualization 
techniques 

2. Develop remote particle or droplet sensing and sizing techniques 
3. Develop remote bubble velocity and sizing methods 
4. Develop local phase volume fraction and velocity measuring 

systems for intermediate and high speed flow 
5. Develop inexpensive sensors for consumer use 
6. Develop dam flow monitor 
7. Development of various instruments for extreme environments 

(pressure, temperature, dynamics) 
8. Develop inexpensive, portable, reliable Laser anemometer 
9. Process and reaction monitors - improvement 

10. Transient and unsteady flow and pressure measurement 
11. Develop interphase transport measuring devices 
12. Develop improved velocity measuring devices for difficult en

vironments 
13. Devices for measuring flow phenomena in rotating passages at 

transonic conditions 
14. Devices for measuring components and phase flow rates in 

multiphase flows 
15. Particulate or droplet velocity and size classification methods 
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experiments can greatly improve the understanding of 
prototype behavior, and even help to predict it. 

The Formulation of Physical Theory. The most profitable 
kind of scientific or technological progress is the formulation 
of correct underlying physical theory or basic physical 
mechanism-Prandtl's boundary layer concept, von Kar-
man's turbulence theory, the Kutateladze burnout 
mechanism, for example. Every attempt should be made to 
support the successful formulation of valid scientific theory. 

The Development of Reliable Scaling Laws. Scaled ex
periments hold the promise of greatly reducing the cost of 
experimental investigation, and for generalizing limited data. 
They also give means for visualizing or otherwise improving 
understanding of phenomena which may be very hard to "get 
at ." In some cases, scaling laws are very solidly established -
the drag coefficient/Reynolds number relation for a given 
body, for example. In other cases, we have scaling laws which 
are not fully articulated or cannot be fully trusted. If the 
scaling laws for a particular important process can be solidly 
established, two other benefits immediately accrue: com
ponent phenomena will be better understood, and computer 
code validation can be facilitated. 

The Formulation of Computational Models. Such 
descriptions might be numerical solutions of differential 
equations; they might be large correlations; they might be 
other interpolations of experience. However, a major attempt 
should be made to provide the best physical understanding 
possible in any computer code simulation of an engineering 
system. 

Instrument Development. Many of the high priority 
research areas that we have advocated depend on the 
development of better instrumentation than is presently 
available. Examples would include: rapid response tem
perature instrumentation, void fraction instrumentation of 
many kinds, and measurement of composition. Such 
development might appear as a part of a particular research 
effort, or as a subject to be undertaken independently of any 
stated mission. In either case, it should be fostered. 

Physical Property Evaluations. The evaluation of physical 
properties often becomes an integral part of the solution of 
certain fluid flow problems, and should not be left as a 
separate activity. Notable examples include: the evaluation of 
properties of certain liquid metals or exotic liquids that find 
use as power plant coolants, the evaluation of properties of 
liquids and gases in the metastable thermodynamic states, the 
specification of homogeneous nucleation limits and the 
properties required to calculate them, the rheological 
properties of non-Newtonian process fluids; the development 
of analytical representations of fluid data, and the 
specification of diffusion coefficients. 

Integral System Stability. There are some rather fun
damental questions concerning the interconnection of 
separate components to form an integral system. These have 
to do with interaction effects of modified or new phenomena 
which arise due solely to the coupling, and questions of ef
ficiency, effectiveness, economics, and stability. Modeling of 
complex systems such as multiple pumps, feedwater systems, 
steam generators, and other energy system components for 
analysis of these and similar concerns is in need of work. 

Summary Recommendations and Priorities 

The time available for preparation or pursuance of this 
survey has been much too short to allow exhaustive use of 
available resource material. For instance, there exists another 
significant resource which was not used, but which also 

should be tapped. The ASME periodically sponsors the 
Freeman lecture which provides a grant of $3000 for the 
outstanding authority in a specific subfield of fluid mechanics 
to present a status report of his field, as well as to make 
recommendations for needed research. There have so far been 
six Freeman lectures identified as follows: 

1971 J .W. Hoyt 
The Effect of Additives on Fluid Friction 

1971 R. F. Probstein 
Fluid Mechanical Problems in Desalination 

1974 J. E. Cermak 
Application of Fluid Mechanics to Wind 
Engineering 

1976 W. J. McCroskey 
Some Current Research in Unsteady Fluid Dynamics 

1978 B. Gebhart 
Buoyancy Induced Fluid Motions Characteristic of 
Applications in Technology 

1980 E. M.Greitzer 
The Stability of Pumping Stations 

The success of the Freeman program rests upon careful 
selection of an internationally recognized scholar who is given 
sufficient time and remuneration to prepare a truly 
thoughtful and comprehensive assessment of the research 
potential of a specific field in engineering. The resulting 
lecture-reviews listed above have been outstanding. It was the 
consensus of the workshop participants that similar scholars 
could provide careful reviews of energy-related research 
potential. Therefore, it is recommended that serious con
sideration be given to the establishment of a scholar program 
to initiate a series of annual or periodic reviews of specific 
research areas appropriate to the basic engineering goals of 
the workshop and the Department. A stipend of 
$10,000-$ 15,000 each year per individual for this purpose 
seems appropriate, perhaps channeled through the ap
propriate technical society. This could significantly further 
aims of providing " . . . technical and economic evaluations 
of key energy technologies . . . and analyses of significant 
RD&D programmatic issues." 

Of all the topics which were identified as requiring further 
research of a fundamental nature (Table 1), five areas of 
research appeared to represent generic gaps in our un
derstanding of fluid mechanics. These five broad areas which 
must be pursued include: turbulence; multiphase flows; fluid-
structure interactions; boundary layer effects, and biological, 
geological and environmental flow effects. It appears that 
major advances are required in each of these areas before a 
significant new generation of energy conversion devices will 
emerge having broad impact on reduced constructional and 
operational utilization of energy resources. 

The priorities in each of the five areas appear to be ordered 
as follows: 

1 Multiphase and Multicomponent Flows 
(a) Application to and experimental verification of 

extensions of single-phase flow theory to 
multiphase, multicomponent turbulent flows. 

{b) Detailed studies of nucleation phenomena and of 
interfacial structure and transfers. This should be 
done in simple and multidimensional geometries and 
free field flows. Objective determination of flow 
regimes and of phase and/or component space-time 
distributions should be undertaken in laminar and 
turbulent flows, 

(c) Fundamental studies regarding effects of scaling 
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laws, building on knowledge gained in the 
previously defined studies. 

2 Fluid Structure Interactions 
(a) Research should be undertaken in energy-related 

problems of flow-induced vibrations due to both 
periodic or stochastic loadings. Such loadings may 
be due to such effects as vortex shedding or tur
bulent interactions in both free fields and boundary 
layers. Attention should be given to both coupled 
and uncoupled interactions. Areas of concern in
clude, but are not limited to, tubes in heat ex
changers and blades in turbines and compressors. 

(b) Fluid-structural coupling in cases of both impulsive 
and aperiodic loadings should also be investigated. 
Such situations include condensation-induced water 
hammer and transient decompressive reactions. 

3 Shear, Mixing, and Reactive Flow Effects 
(a) In spite of continuous emphasis in boundary layer 

research, the difficult problems dealing with real 
systems still exist. The area of separation and 
reattachment remains unresolved and appears to be 
of central importance affecting performance, 
lifetime, and safety of turbomachinery, among 
others. 

(b) Fundamental studies into the flow patterns around 
road vehicles are needed and can be of great benefit. 
These flows involve three-dimensional bluff bodies, 
in extremely close proximity to a ground plane, with 
strong vortical wakes. Both wind-tunnel and 
analytical modeling studies are recommended. 

(c) Research is needed in internal flow with chemical 
reactions, leading to a detailed understanding of the 
coupled processes which enable the development of 
more efficient, cleaner combustion systems. In this 
category, particular emphasis should be placed on 
advanced analysis techniques and instrumentation 
to study internal combustion automotive engines 
and others. 

Considering the overall picture, it seems that one ex
pectation is clear. It is likely that, in spite of all the empirical 
methodology developed for highly specialized situations, 
major advances in our fundamental understanding will 
probably be achieved through development of simple theories 
for simple and understandable situations followed by ap
plication to more complex cases. These will then be coupled 
with development of computational systems generalizing 
upon the simple cases. In all cases, acceptance and advance 
will arise only through mutual development of theory and 
experiment. 

Improvements in developing a low cost, accurate, remote 
velocity measuring device or extension of an existing device 
such as the Laser Doppler method, could lead to a resurgence 
in extended basic research at institutions such as small 
research laboratories or universities currently unable to af
ford the more exotic methods currently available. 

In addition to the fundamental work previously sum
marized, there appears to be a general consensus that small, 
general purpose research facilities are needed which can be 
dedicated to the support of nationally sponsored, fun
damental, fluid flow (or thermal hydraulic) research in
cluding: a specialized calibration and standards facility for 
testing new fluid flow instrumentation; a high Reynolds 
number facility; and a high pressure, high temperature facility 
which can also serve as a two-phase flow facility. It seems 
appropriate that there be a National Thermal Hydraulics 
Laboratory established over a period of years devoted to 
energy-related research. This laboratory, having these 
capabilities, should be supportive of fundamental, energy-
related work sponsored by governmental agencies undertaken 

in industry and universities, as well as at national 
laboratories. It should be established at a location 
predominantly keyed to basic rather than applied research so 
that administrative support of both the sponsoring agency 
and the contractor administration will be forthcoming. 
Advantage should be taken of existing facilities and expertise 
in the thermal hydraulic field commensurate with the 
preceding recommendations. For instance, excellent facilities 
currently exist at several national laboratories. 
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REVIEW—A Review of Some 
Phenomena in Turbulent Flow 
Separation 
Although turbulent flow separation is an old topic, little credible information is 
available on the flow details that must be understood to predict flows of this type. 
Until the last decade, there was little serious effort to develop and use experimental 
techniques that give unambiguous results. Consequently, flow models that are 
based on valid data are not well developed. Furthermore, the terminology used in 
discussing separation has been loosely defined, adding further confusion to the 
subject. This brief review presents a cross-sectional view of recent experimental 
techniques and results, development of models for flow prediction, efforts to define 
a meaningful common terminology to describe the flow, unsteady effects, and 
efforts to control separation. 

1 Introduction 

Turbulent flow separation continues to be a nuisance to 
fluid dynamicists because it may be present in many practical 
machines or devices, thus reducing their performance, and 
because there is no adequate method to calculate such flows. 
In general, the maximum performance of such machines 
occurs at conditions close to the onset of separation. In order 
of increasing difficulty, designers need to know 

(a) whether or not a boundary layer separates for a 
prescribed pressure distribution, 

(b) how the pressure distribution is affected by boundary 
layer development with small regions of separated flow, and 

(c) how the overall performance is affected when large 
regions of separation are present. 

Some of the situations of interest occur in diffusers, engine 
inlets, fans and compressors, and on aircraft. The mean 
separated flow is nominally two-dimensional in many cases, 
but is three-dimensional in many more configurations, e.g., 
on a wing, on propulsive components, on an intake, on local 
protuberances, and on swept edges emanating from an apex. 
Separation from bluff bodies is just as important as for 
streamlined shapes, e.g., boat-tailed bodies, flame stabilizers 
in gas turbines, and large buildings subjected to wind 
loadings. From a structural viewpoint, the aeroelastic 
response of the surface to strong pressure fluctuations 
produced by separation is an important consideration. 

The Colloquium on Turbulent Flow Separation [1] was held 
by Project SQUID at SMU to discuss fruitful areas for future 
research. A number of active researchers participated in 
discussions on five topics: terminology, measurements, flow 
modeling, unsteady effects, and control of separated flow. 
These topics are fundamental to future advances since a 
common nomenclature should be used to describe phenomena 
that are measured and modeled. 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division August 4, 1980. 

The present review paper was prepared after the 
Colloquium took place. It includes, where appropriate, the 
author's interpretation of some of the discussions at the 
Colloquium. 

2 Terminology 

The term "separation" must mean the entire process of 
"departure" or "breakaway'" [2-4] or the breakdown of 
boundary-layer flow. An abrupt thickening of the rotational 
flow region next to a wall and significant values of the nor
mal-to-wall velocity component must accompany breakaway, 
else this region will not have any significant interaction with 
the freestream flow. This unwanted interaction causes a 
reduction in the performance of the flow device of interest, 
e.g., loss of lift on an airfoil or loss of pressure rise in a 
diffuser. 

It is too narrow a view to use vanishing surface shearing 
stress or flow reversal as the criterion for separation. Only in 
steady freestream two-dimensional flow do these conditions 
usually accompany separation. In unsteady two-dimensional 
flow, the surface shear stress can change sign with flow 
reversal, but without breakaway. Conversely the breakdown 
of the boundary layer concept can occur before any flow 
reversal is encountered [2, 3]. 

In three-dimensional flow, the rotational layer can depart 
without the surface shear stress necessarily falling to zero; the 
wall shear is zero only at the singular points where the surface 
vorticity is also zero [5, 6]. At a nodal singular point of 
detachment, all of the skin-friction lines are directed inward 
toward the node. At a focal singular point of detachment, all 
of the skin-friction lines spiral around the point and into it. 
Only two particular lines pass through a saddle singular point. 
The direction on either side of the point is inward on one skin-
friction line and outward on the other. All other skin-friction 
lines miss the saddle singular point and take directions 
consistent with the directions of the adjacent particular lines. 
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Fig. 1 Definitions of two-dimensional turbulent detachment states. 
Distances not to scale. "Percent Instantaneous Backflow" means 
along a spanwise line at a given time, or percent of time at a point. 

t t e n t Separa t i on [ I t ] 

Steady or Fo l l y -Deve loped 
S e p a r t . o n M l ] 

NEW TERM 

I n c i p i e n t Detachment 
I n t e r m i t t e n t T r a n s i t o r y 

Detachment 
T r a n s i t o r y Detachment 
Detachment 

CONDITION 

1% Instantaneous Backf low 

20% Ins tantaneous Backf low 
50t Instantaneous Backf low 

These singular points are readily observed by a thin oil-
visualization indicator that marks surface skin-friction lines 
[6, 7]. These skin friction lines are defined everywhere on the 
surface, even in the vicinity of lines of flow departure from 
the surface (separation lines according to Peake and Tobak 
[5]) which are themselves ordinary skin-friction lines. Without 
going into the fine detail given by Peake and Tobak on page 5 
of their review, they state that there is a dividing surface in the 
flow that intersects the body along the line of detachment and 
prevents the converging shear layer on each side of the 
detachment line from coalescing. 

There is no basis for inferring the behavior of limiting 
streamlines from skin-friction lines in the vicinity of lines of 
flow departure. Since skin-friction lines are unique 
everywhere on the surface, they form a continuous vector 
field. Lighthill [6] showed that the number and types of 
singularities on the surface obey a topological rule: The 
number of nodal and/or foci singular points exceed the 
number of saddle point singular points by two. Hunt, et al. 
[8], have shown recently that this rule can be extended to the 
flow above the surface on planes of symmetry, on projections 
of conical flow, and on cross-flow planes [5]. 

Until recently, little new information about mean two-
dimensional steady free-stream turbulent separation has been 
available. With measurements made with different types of 
instrumentation in different apparati, it is important to adopt 
a terminology that will allow quantitative comparisons and 
make the most of data that are difficult to obtain. S. J. Kline, 
J. P. Johnston, and other participants at the Colloquium 

proposed the following general terms for two-dimensional 
steady freestream separation [1]: 

A. Detachment — the location where the boundary layer 
flow leaves the wall; the locus of points where the limiting 
streamline of the flow leaves the surface. 

B. Reattachment - locus of points where the limiting 
streamline of the time-averaged flow rejoins the surface. 

C. Separation - t h e total process consisting of detachment, 
recirculation, flow free-shear layer, and, in cases not in
volving a free wake, reattachment. 

D. Stall — zone of recirculating fluid created by pressure 
forces. 

E. Stalled Fluid— fluid with reverse or low velocity within a 
recirculating zone. 

Newman [1] pointed out that normal usage in the past held 
"detachment" to be the same as "separation"; that definition 
C usually was used for the "separation region and wake"; 
that "stall" was defined as the condition of maximum lift; 
and that definition D would be used for "backflow." 

Figure 1 shows other proposed definitions of flow 
characteristics nearest the surface on which the separation 
process occurs. Except in singular cases such as a backward 
facing step, turbulent detachment is a zone. Sandborn and Liu 
[9] and Simpson, et al. [10], have noted that the fraction of 
time that the flow moves downstream, yp, varies gradually 
from unity toward zero along this detachment zone. "In
cipient detachment" has been observed in old experiments 
when flow markers such as a dye filament injected into liquids 
at the wall or a tuft mounted on the surface would move 
upstream occasionally. In the past, this location has been 
loosely called incipient separation. (Here we will not use this 
latter term since it appears to have been used loosely to mean 
a flow near conditions required for the separation process to 
occur. In some cases such as in supersonic flow, the 
separation process occurred, but was not documented; it was 
often called incipient separation.) 

"Intermittent transitory detachment" was observed in old 
experiments when tufts or dye filaments move upstream a 
noticeably greater fraction of time than "occasionally." 
Sandborn and Kline indicate that this location corresponds to 
the location previously called "turbulent separation" or 
"intermittent separation" [11]. Currently Sandborn [12] 
labels the velocity profile at this position as "unrelaxed," 
"Transitory detachment" and "detachment" may 
correspond to the same location if the streamwise velocity 
probability distribution at that location is nearly Gaussian. 
Detachment was called the location of "steady" separation by 
Sandborn and Kline while Sandborn [12] notes that the 

N o m e n c l a t u r e 

AR 
C, 

diffuser area ratio 
p = diffuser static pressure recovery factor 
c = airfoil chord length 

H = displacement to momentum thickness ratio 
L = length of diffuser 
N = distance from wall to maximum negative value 
n = wall bursting frequency 
P = pressure 
S = pulsed wire spacing 
U = mean velocity component in x-direction 
u = rms velocity fluctuation in x-direction 

UT - (jw/p)Vl> shear velocity 
t/+ = U/UT=f(y+) 

- uv = cross-correlation of fluctuations, Reynolds' shear 
stress 

V = mean velocity component in ^-direction 
v = rms velocity fluctuation in ^-direction 

W - inlet width of a diffuser 

x,y = Cartesian coordinates along and perpendicular to 
the wall, respectively 

y+ = yUT/p 
yP = fraction of time flow moves downstream 

5 = boundary layer thickness 
5* = displacement thickness 
9 = half angle of diffuser divergence 

Xz = viscous sublayer spanwise spacing 
v = kinematic viscosity 
p = density 
T = shearing stress 

Subscripts 
e 

max 
AT 
w 

0 0 

denotes value outside boundary layer 
maximum value 
denotes maximum negative magnitude 
wall value 
far freestream condition 
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Fig. 2 Conceptua l schemat ic of free-streamline separat ion: top 
figure - character ist ic velocity distr ibut ion just outs ide the shear layer 
on the suction side: pressure gradient relief region be
tween A and B, free-streamline region between B and C, wake 
relaxation region between C and D; lower figure-body (solid line) and 
the effective body (dashed line) that consists of the real body plus the 
displacement thickness, with comparable A, B, C, and D suction side 
locations and pressure side wake relaxation region between E and F. 
Suction side wake velocity and length scales are much larger than 
those for the pressure side wake. 

velocity profile at this location is "relaxed." Until recently, 
most predictors were concerned only with predicting D, 
ignoring the fact that the turbulent separation process starts 
upstream of this location in all but singular cases where ID 
and D are at the same location. 

The length of the region between the ID, ITD, TD, and D 
points will depend on the geometry and the flow, but the 
definitions of these points are the same. yp is not a sufficient 
variable to describe the flow behavior since it represents only 
the fraction of a streamwise velocity probability distribution 
that is positive. However, it is important that such a feature 
be documented in all future work. As mentioned in section 5 
accurate quantitative techniques are available for measuring 
these features. 

3 Flow Physics 

A. Observations of the Inviscid Flow Behavior in Steady 
Two-Dimensional External Flow. Figure 2 shows the chord-
wise distribution of Ue, the suction side velocity just outside 
the boundary layer, for an airfoil at the angle of attack. 
Experimental observations indicate that when detachment 
occurs well upstream of the trailing edge, complete pressure 
gradient relief occurs until the trailing edge of the airfoil is 
reached as shown between B and C. In general, this same 
behavior is observed for a variety of bodies, including a 
circular cylinder and many different airfoil designs, several 
examples of which are presented by Cebeci, et al. [13]. For 
these cases, one must conclude that in the separated flow zone 
downstream of detachment, the velocity and pressure just 
outside the shear layer approach the free-streamline condition 
of constant pressure and velocity. It appears that free-
streamline separation occurs when the velocity and length 
scales of the suction side shear layer are much larger than 
those found on the pressure side. 

INTERMITTENT 
DETACHMENT 

(H-HSEP) 

F ig . 3 Behavior of C p w i th increasing area ratio AR or 20 for constant 
LIW two-dimensional dif fusers [16,17]. Good predict ions possible in 
shaded regions. 

Downstream of the trailing edge, Ue must eventually return 
to Ua in both magnitude and direction, since the irrotational 
flow outside the shear layer obeys Bernoulli's equation. In 
cases where separation occurs close to the trailing edge, no 
constant pressure region is observed and the freestream 
velocity continues to decrease, sometimes to below the value 
U„. In these cases, the velocity downstream of the trailing 
edge must increase to [/„. In this case of trailing edge 
separation, there apparently is strong interaction between the 
wakes of the suction and pressure sides, since the thickness 
and velocity scales are not very different. Thus, the free-
stream velocity distribution in the region between detachment 
and the near wake is controlled by both shear layers. 

The near wake region (CD in Fig. 2) is a critical part of 
separation since it is characterized by strong interaction of 
both separated shear layers with the inviscid flow and controls 
the downstream distance to the location where the pressure is 
uniform. It is clear from the work of Jacob [14] that an ac
curate description of this region is very important to the 
overall drag prediction. With the exception of the recent 
measurements of Coles and Wadcock [15], there is no reliable 
detailed flow structure data for the near wake shear flow of a 
lifting airfoil with turbulent separation. 

B. Observations of the Flow Behavior in Two-Dimensional 
Diffusers. The flow behavior is primarily dependent on the 
diffuser geometry in two-dimensional diffusers [16, 17], A 
typical curve of static pressure recovery, Cp, for four flow 
regimes is shown as a function of the divergence angle 28 in 
Fig. 3. Line a-a represents the approximate dividing line 
between the unstalled and transitory stall regimes. The 
separation process does not occur in the unstalled regime. 
Line b-b divides the transitory stall regime from the fully-
stalled regime. Complete pressure gradient relief occurs in the 
latter regime, similar to free-streamline separation for ex
ternal flow. 

Transitory stalls are large, pulsating separations which 
occur primarily in relatively narrow passages of very sym
metric shape. A positive pressure gradient exists all along the 
surfaces in all known data. The peak pressure recovery is 
achieved in this regime. The flow first detaches near the end 
of the diffuser, forming a stall. The stalled region grows 
toward the diffuser throat, pulling in fluid from the diffuser 
exit. After sufficient growth, the stall becomes unstable, is 
entrained by the mainstream flow and is washed out of the 
diffuser. The sequence repeats itself. These large scale, low 
frequency washouts are believed to represent an interaction 
between the diffuser flow and the flow in the system to which 
the diffuser is coupled. Kline and Johnston [1] suggest that 
the positive dP/dx is essential in sustaining the transitory stall 
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fluctuating flow pattern, since Smith and Kline [18] have 
shown that the maximum unsteadiness occurs just before 
some fixed stall zone is observed. Large transitory stalls 
appear to occur only in internal flow. Of the four flow 
regimes, it is the most complex and the least predictable. 

C. Some Features of the Turbulent Boundary Layer. The 
present author and colleagues [10, 19-21] have made detailed 
laser anemometer measurements of the structure of a steady 
freestream, two-dimensional turbulent boundary layer. 
Although there was no transitory stall in these experiments, 
there was not complete pressure gradient relief downstream of 
detachment, but rather a minimal pressure gradient. Figure 4 
shows the airfoil type inviscid freestream velocity distribution 
for the earlier flow [10] that was produced in a two-
dimensional converging-diverging wind tunnel. Boundary 
layer measurements were made on the flat straight floor. A 
similar, but different, streamwise velocity distribution was 
used in later experiments. 

Upstream of Separation. Upstream of the vicinity of 
separation, a mean two-dimensional turbulent boundary layer 
in an adverse pressure gradient has well accepted charac
teristics. The "law of the wall" and "law of the wake" 
describe the mean velocity profile while the qualitative tur
bulence structure is not markedly different from the zero-
pressure-gradient case; the turbulence energy, dissipation, 
production, and spectral distributions behave in a_known 
fashion. The maximum turbulent shearing stress - uvnmx is 
less than 1.5 (r/p)w. The wall "bursting" frequency n 
behavior and the spanwise structure spacing \ z in the viscous 
sublayer behave similarly to that for the zero^pressure-
gradient case, i.e., UJnh = constant and \ (— uvY^/v 
= 100. The bursting frequency correlation constant is 10, not 
5 as in the zero-pressure-gradient case, because of lag 
produced by the pressure gradient. 

Perry and Schofield [22] proposed a correlation for the 
mean velocity profiles in unseparated flow in the presence of 
strong adverse pressure gradients, based upon 145 mean 
velocity profiles taken from Coles and Hirst [23], including 
equilibrium and nonequilibrium profiles. This correlation 
applies only when the maximum shearing stress -«y m a x 

exceeds 1.5 (r/p)w. Nearest the wall, the traditional law-of-
the-wall velocity profile holds. Further away, a half-power 
profile exists, while in the outer region a velocity-defect 
correlation exists. The data of Simpson, et al. [10, 19], and 
Samuel and Joubert [24] suppo_rt this correlation^ _ 

The normal stresses terms d(u2 - t;2)/d.xand («2 - v2)d(J/dx 
in the momentum and turbulence energy equations, 
respectively, are significant near separation in the region 
where the Perry and Schofield correlation holds. Up to one-
third of the turbulence energy production in the outer region 
is due to normal stress effects [10, 20] as separation is ap
proached. The relations between dissipation rate, turbulence 
energy, and turbulent shearing stress are modified slightly 
since some turbulence production is not related to the shearing 
stress. The convective terms of the momentum equation make 
the shearing stress gradient less than the streamwise pressure 
gradient so that the traditional law of the wall is valid. 

The turbulence structure is slightly different also. While 
Ue/n5 = constant continues to describe the bursting 
frequency, n decreases as separation is approached since the 
boundary layer thickness 5 grows and Ue decreases^ The 
parameter Xz( - uv)\^/v= 100, indicating that since ( - «f)max 

> (rw/p) this is a more universal correlation for separating 
flows. The wave speed of the eddies near the wall was about 
14 UT all along the flow, similar to the wave speed for zero 
pressure gradient flows. Beginning upstream of separation 
and continuing downstream, the spanwise integral length 
scale of the turbulence near the wall increases with 52. Since 5 
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Fig. 4 Freestream velocity distribution at boundary layer outer edge: 
O from bottom wall static taps; a from the bottom boundary layer 

pitot probe; v from top boundary layer pitot probe. Solid and dashed 
lines denote results from minimum pressure gradient model of Collins 
and Simpson [46]. 

also grows rapidly along the flow, this means that the near 
wall separating flow is increasingly dominated by the large-
scale outer flow. 

Downstream of Separation. As the turbulent boundary 
layer approaches separation, there is flow reversal near the 
wall intermittently or only a fraction of time (incipient 
detachment). The time-averaged mean pressure gradient 
drops rapidly downstream of the beginning of intermittent 
backflow. Since the velocity probability distribution at a given 
x and y location is almost Gaussian when the shearing stress is 
small, intermittent backflow is present where u/U > 1/3. The 
pressure gradient appears to have reached a minimal level at 
the detachment location. A consensus view is that any length 
between ID and D in Fig. 1 is possible and is probably related 
to the ratio of scales of motion in the outer and reversed flow 
regions. In terms of the flow geometry, the length of the 
detachment zone should decrease for increasing divergence of 
the surface from the mainstream flow direction. Continual 
backflow near the wall will occur when the divergence of the 
surface exceeds the rate at which streamwise momentum and 
energy can be transported toward the wall. 

The two-parameter correlation of Sandborn [11, 12] (Fig. 
5) for intermittent transitory detachment (intermittent 
separation) and detachment (fully developed separation) 
seems to represent the known data accurately. Scatter in this 
correlation appear to be due to the different experimental 
techniques used. No known one-parameter correlation seems 
to work as well. 

Downstream of detachment, \z is an order of magnitude 
greater than upstream of intermittent transitory detachment. 
Ue/nS = constant still appears to be valid, indicating that large 
eddies govern the wall flow. The spanwise integral scale grows 
from about one-sixth the boundary layer thickness upstream 
to about one-third the shear layer thickness downstream. 

The region with intermittent backflow, which grows in the 
streamwise direction, never extends outward past the location 
of the maximum shearing stress. The region of the turbulent-
nonturbulent interface next to the freestream also grows in the 
streamwise direction, but does not extend closer to the wall 
than the location of the maximum shearing stress. Thus, these 
two regions do not overlap. The separated flow field shows 
some profile similarity for U, u, yp, and other fluctuation 
quantities, with the maximum fluctuation wmaxor ( - wt/max)1/2 

serving as a velocity scale and the distance from the wall to the 
maximum fluctuations being the length scale. The separated 
flow field behaves progressively more like a free shear mixing 
layer in the streamwise direction. 
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Figure 6 shows our most recent LDV measurements in the 
vicinity of separation [25]. yp < 1 downstream of the 127 in. 
location. A one-half power velocity profile region and a 
logarithmic velocity profile region are distinct further on 
downstream until the detachment location (fully developed 
separation) at 135.5 in. Further downstream, the mean 
backflow velocity profiles have similar shapes and appear to 
scale on boundary layer thickness 5. The backflow region is 
strongly dominated by turbulent fluctuations that are greater 
than, or at least comparable to, the mean velocities as shown 
in Fig. 7. Since the freestream flow is observed to be rather 
steady, this means that the near wall fluctuations are not due 
mainly to a flapping of the entire shear layer, but due to 
turbulence within the separated shear layer. The mean 
backflow in this flow and the earlier flow [10] appear to be 
just large enough to satisfy continuity requirements after the 
shear flow separates to minimize streamwise pressure 
gradients. yp never reaches zero in either flow, indicating that 
there is no location with backflow all of the time. 

It appears clear to this writer that since the mean backflow 
is governed by the turbulence and by continuity requirements, 
it is unrealistic to try to force the mean shearing stress - uv to 
be a function of the local mean velocity gradient. Eddy 
viscosity and mixing length models infer that the fluctuations 
in velocity are small compared to the mean flow and that 
mean velocity gradients are not much different from in
stantaneous velocity gradients. Unfortunately, separated 
turbulent flows like the type studied at SMU do not satisfy 
these assumptions. 

It does not appear that the "law-of-the-wall" type of 
velocity profile (U+ =f(y + )) based on a wall shearing stress 
can be valid for the backflow unless significant turbulence 
energy production occurs near the wall. Turbulence energy 
balances deduced from the current SMU series of experiments 
indicate that an almost negligible amount of turbulence 
energy production occurs in the mean backflow region as 
compared to normal and shear stress production in the outer 
region. Large-scaled turbulence diffusion appears to be the 
main mechanism bringing turbulence energy into the wall 
region. Since the mean advection of turbulence energy ap
pears to be small in the backflow region, dissipation must 
balance this influx by diffusion. Classical turbulence energy 
arguments [27] indicate that production must equal 
dissipation in a logarithmic region governed by the law of the 
wall. This rule is not satisfied by the mean backflow region. . 

Of course, this large-scale structure mechanism for sup-
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Fig. 6 Mean velocity profiles at several stream wise locations, given in 
inches, for steady freestream separating flow [25, 26]. Solid lines for 
visual aid only. 
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Fig. 7 Mean and fluctuation velocity profiles for the 138.8 in. location. 

plying the backflow may be dominant only when the thickness 
of the backflow region is small as compared with the tur
bulent shear layer thickness, as in the SMU experiments. 
Experiments on separation in wide-angle diffusers [16] in
dicate that the mean backflow can come from far downstream 
when the thickness of the backflow region is comparable to 
the thickness of the forward flow. However, the 
measurements of Ashjaee and Johnston [28] indicate that for 
large transitory stall, yp is never zero! Thus, some forward 
flow is supplied to the near wall region by the large eddies. 

Figure 8 shows a good correlation of the mean velocity 
profiles in the backflow region of the current SMU flow when 
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normalized on the maximum negative mean velocity UN and 
its distance from the wall N. A slightly poorer correlation 
results when 5 is used instead of N. The law of the wall is not 
consistent with this correlation since both UN and N increase 
with streamwise distance while the law-of-the-wall length 
scale v/U7 varies inversely with its velocity scale UT. Thus, it 
appears that representation of the backflow with the law of 
the wall does not have much merit. 

D. Separation From Sharp-Edged Bluff Bodies. The main 
obstacle to understanding this class of flows comes from the 
fact that major separation occurs near the sharp edges of the 
body, with accompanying large variations in velocity and 
pressure around the detachment location. Here, intermittent 
detachment is located very near detachment. Some type of 
Kutta condition must be used to describe the flow in the 
vicinity of detachment. This condition is very difficult to 
define with the current lack of experimental data in this 
vicinity. Downstream of detachment, the length scale of the 
energetic outer region flow is comparable in size to that of the 
backflow region. The zone of recirculating fluid is a sub
stantial portion of the entire detached shear layer. 

Gosman [1] has pointed out that insufficient reliable data 
exist to define the structure of the backflow region. Future 
experiments should be on large-scale models using laser 
anemometry or other quantitative directionally-sensitive 
techniques. Moss, et al. [29] and Eaton and Johnston [30] 
have recently presented turbulence structure measurements 
for a backward facing step obtained with pulsed-wire 
anemometry. Unfortunately, no near wall measurements were 
obtained because of the large size of the probe. Tropea and 
Durst at the University of Karlsruhe are using an LDV to 
study this type flow. 

Although the backward-facing step is the simplest reat
taching flow, the flow field is still very complex. Figure 9 
illustrates some of the complexities. The upstream boundary 
layer separates at the sharp corner forming a free-shear layer. 
If the boundary layer is laminar, transition begins soon after 
separation, unless the Reynolds number is very low. 

The separated shear layer appears to be much like an or
dinary plane-mixing layer through the first half of the 
separated flow region. The dividing streamline is only slightly 
curved, and the shear layer is thin enough that it is not af
fected by the presence of the wall. However, the reattaching 
shear layer differs from the plane-mixing layer in one im
portant aspect; the flow on the low-speed side of the shear 
layer is highly turbulent, as opposed to the low turbulence-
level stream in a typical plane-mixing layer. Some authors, 
including Chandrsuda, et al. [31], have suggested that the 
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Fig. 9 Backward-facing step flow field 

turbulent recirculating flow causes the reattaching shear layer 
to be substantially different from a plane-mixing layer. 

The separated shear layer curves sharply downwards in the 
reattachment zone and impinges on the wall. Part of the 
shear-layer fluid is deflected upstream into the recirculating 
flow by a stong adverse pressure gradient. The shear layer is 
subjected to the effects of stabilizing curvature, adverse 
pressure gradient, and strong interaction with the wall in the 
reattachment zone. One or more of these mechanisms cause(s) 
a rapid decay of Reynolds normal and shear stresses within 
the reattachment zone. The flow in this zone is very unsteady. 
Very large turbulence structures with length scales at least as 
large as the step height pass through the reattachment region. 
In addition, flow visualization by Abbott and Kline [23] 
showed that the length of the separation region fluctuated so 
that the impingement point of the shear layer moved up and 
downstremam. Quantitative measurements by Eaton and 
Johnston [30] confirmed this conclusion. The turbulence 
intensity level is 5-10 percent higher than for plane-mixing 
layers, which is believed to be due to a very low frequency 
vertical or flapping motion of the reattaching shear layer. 

The recirculating flow region below the shear layer cannot 
be characterized as a dead air zone. The maximum measured 
backflow velocity is usually over 20 percent of the freestream 
velocity, and negative skin-friction coefficients as large as 
Cr= - .0012 (based on the freestream velocity) have been 
measured [30]. 

Downstream of reattachment, the Reynolds stresses 
continue to decay rapidly for a distance of several step 
heights. Simultaneously, a new subboundary layer begins to 
grow up through the reattached shear layer. The 
measurements of Bradshaw and Wong [33] and more recent 
measurements by Smyth [34] have shown that the outer part 
of the reattached shear layer still has most of the charac
teristics of a free-shear layer as much as 50 step heights 
downstream of reattachment. This observation demonstrates 
the persistence of the large-scale eddies which are developed in 
the separated free-shear layer. 

Figure 10 shows some recent laser anemometer results for 
flow over an airfoil at a large angle of attack [35]. While 
detachment from this surface does not occur at a sharp edge, 
this flow contains many of the features of such a flow, such as 
comparable length scales in the outer shear flow and back-
flow regions. Mean velocity profiles obey a similarity 
distribution downstream of the quarter-chord point. The 
shape of the profile in the outer part of the backflow region is 
similar to that obtained in the backflow region of the current 
SMU experiments [10, 19]. 

At a higher Reynolds number of 1.4 X 106, discrete vortices 
are shed from near the crest of the airfoil at regular time 
intervals. They initially move up and then move in the 
streamwise direction near the 15 percent chord location. The 
vortex speed accelerates from about one-half of the 
freestream value near the crest to nearly the freestream speed 
at the trailing edge. The vortex paths are less regular near the 
trailing edge, but the repeatability of the period of the vortex 
passage remains high from leading edge to trailing edge. 
While this vortex-shedding behavior is not completely ex
plained yet, it emphasizes again the important influence that 
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the flow behavior near detachment has on the downstream
flow and the entire flowfield.

E. Three-Dimensional Separation. All of the flows men
tioned previously are nominally two-dimensional in nature.
An adverse pressure gradient or an abrupt sharp edge can
cause separation in the two-dimensional case. Backflow
occurs and is supplied locally by the large eddies when the
backflow region is thin compared to the shear layer thickness.
Massive backflow can occur when the backflow region is a
large fraction of a separated shear layer. The spanwise extent
of the separated zone is large compared to the spanwise extent
of individual large eddies. The backflow is not supplied by a
mean crossflow.

Three-dimensional turbulent boundary layers near
separation have an extra degree of freedom to move in a
lateral direction that is not present in nominally two
dimensional cases. Three-dimensional pressure gradients
produced by the flow geometry, body forces, and shock waves
can induce three-dimensional flow. All known flows appear
to be either of the swept or the shed vortex or focus types; no
turbulent three-dimensional separation bubbles are observed

[1,5]. Peake and Tobak [5] present a good review of three
dimensional separation.

The wall shear stress is zero only at singular points, as
discussed in Section 2. From this viewpoint, three
dimensional cases are less complex than two-dimensional
ones. Mean flow measurements are easier to make since pitot
static and hot-wire anemometer techniques can be used
satisfactorily, but without great angular sensitivity. Hot-wire
turbulence measurements are more difficult to obtain because
the sensor must be properly aligned with the flow. Only
recently are measurements being made using the laser
anemometer [36].

In the swept type of three dimensional separation, the near
wall flow moves laterally, as shown in Fig. 11. The mean
crossflow near the trailing edge and beyond the separation
line of a surface is supplied by a secondary flow. A horseshoe
vortex may be shed as the boundary layer of the side wall
flows around a turbomachine blade. In the shed vortex or
focus types, the region of the separation is small and
surrounds a singularity. (See Section 2 for the types of
singularities. Peake and Tobak [5] describe many examples.)

A swept shock generated by an adjacent surface can
produce three-dimensional motion. This type of shock tends
to form a fold in the mean flow, in contrast to a vortex which
rotates more than one complete revolution [37].

The turbulence structure in such three-dimensional flows is
more like that of an attached turbulent lmundary layer than
that of a separated two-dimensional turbulent shear flow. The
absolute value of the wall shear stress remains large although
the direction is at a large angle to the flow outside the
boundary layer. The large eddies are diverted from the
streamwise direction by the spanwise pressure gradients. The
wall bursting behavior occurs, in which high speed flow
displaces the low speed sublayer flow. Significant turbulence
energy production occurs near the wall. Thus, the eddy
viscosity and mixing length models are able to describe many
features of this type of separation [37].

4 Flow Modeling

The weaknesses and limitations of modeling turbulent
separation largely reflect the same weaknesses and limitations
of any other turbulent flow case. All methods are "post
dictive," to use Saffman's word, rather than predictive
because so much experimental information has been used to
develop them. Few, if any, of these methods apply to a wide
class of flows [38]. Nondimensional correlations, zonal
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models, and numerical solutions for the Reynolds-averaged 
equations appear to be the most useful engineering ap
proaches for the next 10 years [38]. Large eddy simulation 
with subgrid closure and complete solution of the Navier-
Strokes equations will remain as research methods until 
significant advances in computation speed and cost reduction 
occur. 

The objective of zonal modeling is to divide the flow field 
into several regions, each dominated by a particular type of 
flow, and to analyze each region by the computationally 
optimum numerical technique for that region. No single 
turbulence closure model is the best for all regions, so one 
needs to use the best available for that region. In order to 
make the best use of available computer capability for large 
flow fields of interest. It is important that the following 
approaches be followed: 

1 locally asymptotic solutions should be used in regions 
where the flow detail is known, e.g., the law of the wall 
should be used when applicable; 

2 locally-fine computing meshes should be used in regions 
where large changes of terms in the governing equations 
occur; 

3 curvilinear flow-oriented coordinates should be used so 
that relatively large grids can be used without sacrificing flow 
detail; 

4 the simplest form of the governing equations that contain 
all important terms should be used; the simplest turbulence 
models that will work should be used. 

Two general types of models for separated flows have been 
used: rotational and/or irrotational inviscid "simulations" 
for the entire flow field, or inviscid/turbulent shear flow 
interaction models for the freestream and the turbulent shear 
flow. Most of this work has been done for steady two-
dimensional cases, as described next, but some attention has 
been devoted to three-dimensional cases. 

A. Inviscid Separated Flow Field Simulation. Several 
models of this type have been developed, each with some kind 
of ad hoc assumption about the separated flow pressure 
distribution or vorticity. The separated flow field (BCDFE) in 
Fig. 2) is represented as a dead flow region in most ap
plications to airfoils. Bhateley and Bradley [39] used an 
equivalent airfoil system consisting of a linearly varying 
vorticity distribution over the surface of each airfoil element 
to simulate the separated wake. The computed boundary layer 
displacement thickness was superimposed on the airfoil 
contour to form an equivalent airfoil surface for each 
element. This procedure was iterated until convergence oc
curred. The flow downstream of a separation point was 
allowed to develop as a free-streamline flow on only that part 
of the equivalent airfoil having attached flow. The pressure 
distribution downstream of the separation was assumed 
constant and equal to that value of pressure obtained by linear 
extrapolation of the equivalent body boundary point 
pressures to the separation point. They used the ex
perimentally obtained separation point. 

Very good predictions of lift and pressure coefficient were 
made with this method as long as the free-streamline model 
satisfied the data. For low angles of attack, trailing edge 
separation was present for their test cases and pressure 
coefficient predictions in this regime were not good. When 
there was a long relaxation zone (AB on Fig. 2) their estimate 
of the free-streamline pressure was also in error. They pointed 
out the deficiency of not having a wake model. In summary, 
their method did not include any pressure gradient relief 
model (for AB in Fig. 2), no wake model, and used ex
perimental data to locate separation. It still did a good job in 
many cases of predicting the pressure coefficient, and 
basically supported the free-streamline idea. Maskew and 

Dvorak [40] developed a similar model that was used to 
predict the gross features of the flow shown in Fig. 10. 

Jacob presented a similar method for single airfoils [41] 
and for multiple-element airfoils with the capability of in
clusion of ground effects [42], Vortex and source distributions 
on the contour were used and a boundary layer calculation 
was made for the attached flow. The location of transition 
was found to be as important as the location of detachment in 
these predictions. The detachment point was predicted to be 
where H = 4, which (as observed from Fig. 5) is in good 
agreement with Sandborn's criterion for detachment (fully 
developed separation) for low curvature bodies such as in the 
flow of Simpson, et al. [10]. The displacement thickness effect 
was described as an outflow from the airflow. The "dead air" 
or detached zone was simulated with a separation streamline 
that was required to be tangent to the surface beneath B in 
Fig. 2, rather than tangential to the superimposed 
displacement thickness distribution at B, as it should be. The 
pressure was required to be equal at three special points of the 
separating streamlines: at the separation locations on the 
suction and pressure sides, and at point C above the trailing 
edge. In addition, the pressure was allowed to vary "very 
little" between points B and C. Thus, the separation 
streamline was not exactly a free-streamline, but in practice 
was close to being one. A source distribution along the body 
in the dead air region provided the outflow in this region. The 
circulation-contributing part of the potential flow and the 
outflow were adjusted to obtain the equal pressures at the 
three points. Geller's [43] method for cascade flow is basically 
very similar to Jacob's [41] earliest procedure. The boundary 
layer displacement effect was assumed small and the 
simulated wake was assumed to have an infinite length. 

The model of Jacob gives good predictions for the lift 
coefficient with free-streamline separation. Like Bhateley and 
Bradley, this method did not include any pressure gradient 
relief model at separation nor any wake model. These authors 
pointed out that the pressure drag calculation is very sensitive 
to the dead air pressure value, much more so than the lift. 
They concluded that their dead air pressure prediction needed 
improvement for pressure drag calculations. 

Jacob [14] modified his method to simulate the effect of the 
wake on the drag and lift. The position of a sink, whose 
magnitude equaled the source strength in the dead air region, 
was located in the wake with a simple algebraic model 
equation that produced good drag results for a wide variety of 
cases. A very important conclusion from this work is that the 
wake flow behavior strongly influences the drag. 

Perry and Fairlie [44] simulated a separating and reat
taching two-dimensional turbulent bubble as an inviscid 
region with constant vorticity. This model is partially justified 
since the vorticity in the outer region of the Perry and 
Schofield velocity profile correlation is nearly independent of 
distance from the wall for the upstream attached flow. The 
elliptic nature of the flow is reflected by the streamfunction 
equation. The inner part of the boundary layer and the effects 
of viscosity are neglected. Generally good agreement was 
achieved between experimental and predicted streamline 
patterns. Perry and Fairlie felt that the weaknesses of this 
simultation were due to the neglect of entrainment and the 
diffusion of vorticity. 

B. Inviscid/Turbulent Shear Flow Interaction Models. The 
approach in all of the models of this type is to simultaneously 
or iteratively calculate the inviscid potential flow and the 
separated turbulent shear flow. Various numerical methods 
have been used for the inviscid flow, and for the shear flow, 
various turbulence models in integral or finite-difference 
formulations have been used. Rather than review all 
procedures that are known at this writing, a representative 
sample of the physical models will be discussed. 
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Two methods use an ad hoc assumption about the inviscid 
flow pressure. Woolley and Kline [45] calculated fully-stalled 
diffuser flows with the valid assumption that the pressure is 
constant downstream of detachment. An acceptable attached 
boundary layer calculation method is used upstream of 
detachment. The Sandborn criterion is used to predict in
termittent transitory detachment. The displacement thickness 
in the detached flow zone is treated as a free boundary with 
the same static pressure as that at the latest calculated 
.detachment location. A Plemelj integral technique is used to 
evaluate the potential flow. Good results were obtained for 
fully-stalled flows. 

Collins and Simpson [46] used the somewhat more 
generalized assumption that a minimum freestream pressure 
gradient is achieved downstream of detachment. This 
degenerates to the constant pressure assumption in the case of 
fully-stalled diffuser flows, but also handles cases such as the 
SMU flows where a small residual positive pressure gradient 
remains after detachment. In this method, an attached tur
bulent boundary layer procedure is used until intermittent 
transitory detachment (intermittent separation). The 
displacement thickness and displacement thickness gradient 
calculated at this location are used as initial conditions for the 
detached flow displacement thickness. A far downstream 
condition on <5* is used that is physically realistic, e.g., that 
the direction of the displacement thickness locus approaches 
the direction of the far downstream potential flow. With these 
conditions, the potential flow is solved iteratively with per
missible displacement thickness distributions until one is 
found that satisfies the minimum pressure gradient condition. 

Notice that neither of these methods require any turbulence 
model to predict the potential flow. Collins and Simpson used 
the resulting U and V velocity distributions at the boundary 
layer edge and calculated inward toward the wall. Only a 
continuity requirement was used in the backflow, but good 
estimates of the mean backflow resulted. 

All of the other methods use a turbulence model for the 
entire detached shear layer that is tied to the local mean 
velocity gradient. This approach appears reasonable for the 
outer region, but not the mean backflow, considering the 
discussion in Section 3.C. Ghose and Kline [17] used the 
Plemelj integral approach for the inviscid freestream flow and 
an integral method with the law-of-the-wall and law-of-the-
wake velocity profiles for the shear layer. An entrainment 
model and a shear lag equation with different constants 
upstream and dowstream of detachment were used. Sand-
born's detachment criterion also was used. Predictions of 
pressure rise in transitory diffuser stall were reasonably good, 
but the backflow velocity profiles were not very good. Moses, 
et al. [47], used integral momentum and kinetic energy 
equations and the law of the wall and the law of the wake for 
the shear layer. These equations were solved simultaneously 
with those for the inviscid freestream in finite difference form 
by successive line relaxation [48]. Predictions of pressure rise 
were good, but backflow velocity profiles need improvement. 

Others [45, 50, 51] use a mixing length and/or eddy 
viscosity model in the backflow. Even with adjustment of 
turbulence model parameters to fit one feature or another, 
these models do not predict simultaneously the backflow 
velocity profile, the streamwise pressure distribution, and the 
fact that length scales increase along the flow. 

The NASA-Ames group solves the time-dependent, 
Reynolds-averaged Navier-Stokes equations with an explicit 
finite-difference method that uses an eddy-viscosity model 
[52, 53]. The elliptic nature of the separated flow fields and 
the coupling between the viscous and inviscid regions are 
handled automatically. In contrast to iterative schemes, the 
solution is marched in time to a steady state if one exists. As 
discussed in Section 7, this approach can predict some un
steady flow cases. Results for a circular arc airfoil in steady 

transonic flow are in good agreement with experimental 
pressure and skin-friction data when small regions of mean 
backflow are present. However, for flows with larger regions 
of separated flow, it was stated [52] that improvements in 
turbulence modeling are required before good agreement with 
experiment can be expected. 

The situation for prediction of separation from sharp-
edged bluff bodies is in no better condition. The inviscid and 
shear flows need to be calculated simultaneously since the 
direction of the separating streamline at detachment cannot 
be specified a priori. Gosman [1] also notes that the most 
obvious turbulence model weakness in current methods is the 
use of the law-of-the-wall velocity profile, especially near 
detachment and reattachment locations. He further notes that 
research on more general methods of modeling the wall layer 
will beneficial. 

It appears reasonable, in view of the experimental ob
servations in Section 3.C., to search for a backflow model not 
grounded on mixing length theory and a wall shear velocity 
Ur scale, but instead on turbulence energy diffusion and 
dissipation processes and (-uv)^* as a velocity scale. 
Clearly, more experimental data are needed to define the 
structure of the backflow if any fundamental improvement in 
prediction methods is to be made. The next generation of 
turbulence models also should try to predict yp to test further 
their validity, since data for this parameter are available and 
provide further flow information. In essence, we are in an 
impasse situation until further data are obtained that will 
reveal proper backflow model(s). 

C. Three-Dimensional Predictions. Three-dimensional 
turbulent boundary layers near separation are more com
plicated than two-dimensional flows in almost every way, 
except for the general lack of backflow beneath a given part 
of the outer region flow. The additional spatial variable 
makes the permitted flow pattern more difficult to determine 
than in the two-dimensional case. The kinematic topological 
rules must be used to aid the selection of allowable flow 
patterns. Since "separation" means "breakaway" of the 
shear flow as discussed in Section 2, significant interaction 
occurs between the three-dimensional turbulent and inviscid 
flows. 

Unfortunately most known boundary layer prediction 
methods appear to have been validated only well upstream of 
separation, where only a small interaction occurs. At the now 
famous "Tronheim trials" [54], quasi-three-dimensional 
flows were calculated, in which only two spatial coordinates 
were required locally for fully three-dimensional cases. Rotta 
[55] has extended a two-dimensional k-e model to the three-
dimensional case. In developing new methods, several groups 
are using advanced numerical techniques to deal with com
plicated body shapes and the large number of unknowns. 

Varying degrees of success have been reported with dif
ferent turbulence models near separation. The mixing length 
model appears to be inadequate for flow near separation on a 
swept wing. The eddy viscosity model does not appear to 
work well for flows with vortex separation. When only the 
shear flow inertia and vorticity are important, fairly good 
predictions can be made with a poor turbulence model. 

The time-dependent computational approach by the 
NASA-Ames group that was mentioned in Section 4B has 
been applied to some three-dimensional steady-flow cases 
with encouraging results. For example, the three-dimensional 
interaction of a swept shock wave with a turbulent boundary 
layer was computed with better agreement with measurements 
than two-dimensional separated flow field computations with 
a similar turbulence model [37], This is probably because 
there appears to be no flow phenomenon present that 
resembles the reversed flow that is present for two-
dimensional separated flows. 
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Table t Brief comparison of some measurement techniques for separated flow 

(Quantity 
Surface shear 

Velocity 

7,, 
Static pressure 

Method and references 
Preston tube [58] 
Floating element [59J 
Surface heat transfer [60, 61] 
Pitot-static 
Hot wire array or hot films on 
substrate (s) 
Laser anemometer [26, 66] 
Pulsed-wire anemometer [62, 63] 
Flying hot wire [15, 64] 
Reverse flow sensing hot wire [65] 
Thermal tuft [69] 
Surface fluctuations [70] 
Fluctuations in flow field [71] 

Comments 

a,b,d,f 
Cf 
b,g, 
a,b,e,f,d,m 

a,b,d,m,n,s,t 
h,I,n,o,r 
d,l,m,n,q 
d,h,j,k,n,o,s,t 
i,j,p,q,s,t 
d 

a,d,i,j,k,l,m,n 

Fig. 12 Schematic of the pulsed-wire anemometer [62] 

For large three-dimensional separated flow regions the 
situation is even more complicated. When the separated flow 
has a well-defined structure, as in the case of leading edge 
vortices, theories predominantly based on an inviscid ap
proach can be developed with some success [56]. However, 
when the location and formation of the three-dimensional 
separated region is critically dependent on the interaction of 
the turbulent and inviscid flow fields, no method seems to be 
applicable today. 

Even more than in the two-dimensional case, there is in
sufficient data available to describe the structure of swept and 
shed vortex types of flow with large regions of separation. 
Peake [1] suggested that the external or internal flow over an 
axisymmetric duct at an angle of attack would make a good 
case from which to learn much about the turbulence structure. 
Turbulence measurements also are needed for separation 
from a cone at an angle of attack. None are currently 
available. 

5 Measurements and Techniques 

The general philosophy toward measurements should be 
that only techniques that are sensitive to the magnitude and 
direction of the flow and have sufficient spatial resolution 
should be used. No comparisons of predictions should be 
made with experimental data obtained by techniques that lack 
these requirements for a given flow zone of interest. Flow 
visualization always should accompany quantitative 
measurements. Redundant measurements using different 
techniques should be made when possible. Measurements of 
as much flow detail as possible should be made in experiments 
used for developing turbulence models. Other measurements, 

List of Comments 
a Not directionally sensitive in presence of flow reversal; can 

be used in most types of three-dimensional flow with 
proper alignment. 

b Difficult to interpret in zones of high local turbulence 
intensity. 

c Measurements need correction for pressure gradients. 
d Can cause interference with flow and/or itself, especially 

near a wall. 
e Cannot measure turbulence. 
/ More reliable at high velocities. 
g Requires careful calibration. 
h Very expensive to implement. 
i Confidence in method low because of limited reported 

experience. 
j Not on the market, must be custom-built. 
k Mechanically very complex in some applications, perhaps 

impossible in internal flows. 
/ In air flow turbulence, data obtained by sampling in

dividual particle speeds rather than as continuous time 
series. 

m Large probe volume. 
n Problems with measurement very close to solid surfaces. 
o Measuring system and flow field must be closely in

tegrated and require expensive, custom design of 
traversing equipment. 

p Appears to preclude measurement of cross-correlation uv. 
q Basic limit on maximum velocity measurable with 

presently known configurations. 
r Requires seeding with particles. 
s Requires clean fluid for stable, long-time calibration. 
t Requires careful management of fluid temperature. 

in perhaps more practical flow conditions, should be made in 
enough detail to permit validation of these models. 

Table 1 represents a brief comparison of some 
measurement techniques for separated flow [57]. Several 
additional comments are needed. Rubesin, et al. [60], used a 
fine hot wire on the surface of a polystyrene substrate for a 
surface heat transfer gage. Since the thermal conductivity of 
the polystyrene is about one-seventh the value of that for 
commonly used quartz, a significantly lower heat loss to the 
substrate results and the effective size of the sensor is greatly 
reduced. This important development permits the calibration 
of this type gage in laminar flow for direct use in turbulent 
flow. Higuchi and Peake [61] have developed and used similar 
surface gages to determine the magnitude and direction of the 
surface shearing stress in three-dimensional flows. 

The pulsed-wire anemometer probe, shown schematically in 
Fig. 12, has three fine wires. The central wire is pulsed with a 
short duration voltage pulse that in turn heats the fluid that is 
passing over that wire at that time. This heated fluid is 
convected away with the local instantaneous velocity of the 
flow. The other two wires on the probe are operated as 
resistance thermometers. They are used to measure the time 
for the heated fluid tracer to travel from the pulsed wire to 
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one of the other wires. The component of velocity that is 
perpendicular to all three wires is measured, being the 
distance S between each wire divided by the pulse travel time. 
The flow direction is determined by which wire detects the 
thermal pulse. Recently Westphal et al. [63], used a three-
parallel-wire probe to measure velocities 0.2 mm from a wall. 

The "flying hot wire anemometer" [15, 64] is swung 
through the flow at a known velocity and position as a 
function of time. Basically this introduces a sufficiently high 
bias velocity to the hot wire so that the flow with respect to the 
wire is in an approximately known direction. Subtracting the 
bias velocity from the signal velocity determines the unknown 
fluid velocity contribution. Many passes through the flow are 
required to obtain enough samples and sophisticated com
puter data reduction is required. 

Laser anemometry [66] holds the best future for providing 
accurate, continuous, and simultaneous measurement of all 
three velocity components. The most practical optical 
arrangement is a dual beam, real fringe, system where one 
beam has been frequency-shifted by a Bragg cell. The 
frequency-shifting causes the real fringes to move through the 
focal volume and distinguish the flow direction. A dual beam 
system permits a large received signal aperture, produces 
higher signal-to-noise ratio (SNR) signals for sparse seeding, 
does not require critical beam alignment to obtain good 
signals, does not require a laser etalon as long as incident 
beam paths are equal, and does not require a high quality 
optical table. Beams with different colors or frequency shifts 
can be used to measure multiple velocity components. 

When small seeding particles that are about half the fringe 
spacing are used sparcely, near optimum signals will be ob
tained. High SNR intermittent signals (45dB) can be 
processed with commercially available digital signal burst 
counters. Photon-correlation signal processing can be used 
with poor back-scattered signals from a lightly seeded flow 
with a low power laser [67, 68]. While the photon-correlation 
electronics are several times more expensive than other signal 
processing methods, the future for this technique is bright. 

Eaton, et al. [69], have developed simple inexpensive 
detector electronics to measure yp from a pulse-wire probe. 
The heater wire of this "thermal tuft" is continuously heated 
and the sensor wire that detects the hot wake determines the 
flow direction. While any directionally-sensitive velocity 
measurement technique can be used to measure yp, the 
thermal tuft is the simplest to construct and operate. 

6 Unsteady Effects 

While all turbulent flows are inherently unsteady, the term 
"unsteady" will mean here a highly repeatable organized time 
dependent motion in contrast to the relatively aperiodic 
motion of turbulence. Periodic flow is by far the most 
common organized time-dependent motion. Two types are 
possible: One where a periodic flow condition is imposed on a 
turbulent boundary layer; and the other where the turbulent 
flow interacts with adjacent flow regions to set up a quasi-
periodic motion. 

Dynamic stall on helicopter and compressor blades is an 
example of the first type [72, 73]. The transitory stall in a 
diffuser which was previously discussed is an example of the 
second type. Recently [53, 74, 75], an induced quasi-periodic 
motion was observed under some conditions (Fig. 13) in 
shock-induced separation from an airfoil for steady transonic 
flow upstream. Shock-induced and trailing edge separation 
alternated between the two sides of the airfoil. 

Calculations using the time-dependent Reynolds-averaged 
Navier-Stokes equations with a quasi-steady mixing length 
turbulence model gave fairly good predictions of the 
oscillation period, which was long compared to turbulence 
time scales. In this case, the standard deviation of the period 

was about 2 percent, while that for transitory diffuser stall is 
about 40 percent [18]. This indicates that an induced 
organized unsteadiness can still have varying degrees of 
periodicity. An important practical implication of the airfoil 
result is that it may be possible to predict when airfoil buffet 
will occur. 

In cases where the period of the unsteadiness is relatively 
long as compared to turbulence time scales, it should be 
acceptable to use the quasi-steady approximation that the 
turbulence structure is unaffected by the unsteadiness. When 
the frequency of the organized unsteadiness is comparable to 
energy-containing turbulence frequencies, this approximation 
cannot be used. For example, Acharya and Reynolds [76] 
have shown that available turbulence models fail for the latter 
conditions in an unseparated channel flow. 

As hereinbefore mentioned, the bursting frequency of the 
energy-containing motions in a turbulent boundary layer 
decreases as separation is approached. Thus, while a quasi-
steady turbulence model may be adequate far upstream of 
separation, more interaction between the organized and 
turbulent unsteady motions occurs downstream [77, 78]. 
Until recently, little experimental data were available for 
unsteady turbulent boundary layers. Data [78, 79] now in
dicate that the quasi-steady assumption is adequate away 
from the wall when the energy-containing turbulence 
frequencies are well away from the periodic frequency. In the 
near wall region significant non-quasi-steady flow behavior 
occurs [78]. 

While the quasi-steady turbulence models can be used with 
caution in near term prediction efforts, a deeper un
derstanding of organized unsteady effects is needed from 
experiments. As mentioned in the following section some 
imposed periodic motions appear to have benefit for 
separation control. 

7 Control of Separated Flow 

The minimum requirement for a separation control device 
is that it improve the performance of the flow device enough 
to warrant its installation. Design constraints decide which 
control can be used. In essence, boundary layer control 
devices either inject tangential momentum laden flow, remove 
momentum deficient fluid, or cause greater entrainment of 
energetic freestream fluid into the boundary layer for the 
desired result [80]. 

Tangential injection is effective in preventing separation 
[82], but is avoided by manufacturers because of flow ducting 
and energy requirements. Vortex generators and slightly 
loaded sharp-edged vanes that control separation by mixing 
are preferred by these manufacturers because they are 
relatively simple to add and to change and require no ad
ditional energy source. Injection of air normal to the flow 
surface at discrete locations has the same effect as a sharp-
edged vane [83]. 

Nevertheless, there are still some cases where tangential 
injection can be useful. For example, vanes, flaps, and vortex 
generators probably cannot effectively control dynamic stall 
on a helicopter blade for two reasons. Considerably increased 
drag would be realized during the part of the cycle that stall 
does not occur, unless a mechanism to retract these 
protuberances into the blade is used during that time. More 
importantly, due to the thick unsteady separated flow that 
accompanies stall, these protuberances would be mixing low 
momentum fluid and not energizing the stalled flow. 

The merits of several injection arrangements have not been 
fully investigated. Recent work [84] indicates that about 30 
percent lower tangential injection momentum and mass flow 
rate are required for a given boundary layer control benefit 
when an asymmetric velocity profile jet is used. In essence, the 
portion of the jet flow near the wall has a significantly lower 
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velocity than the outer part, so less momentum is wasted on
unnecessarily large surface shearing stresses. Turbulent flow
prediction methods for uniform and asymmetric velocity
profile jets are fairly well developed [84, 85).

Little information is published on pulsating tangential wall
jets. Only two previous studies are known. In these cases, the
flow abruptly increases to a constant maximum value and
then abruptly decreases to zero flow a short time later. A
discrete vortex is formed and moves downstream along the
surface (86). A 50 percent reduction in the mass flow rate
required for a given control benefit was achieved by Oyler and
Palmer (87) as compared to steady blowing. The effectiveness
was attributed to its improved ability to entrain and mix with
the surrounding fluid, which was primarily due to the greater
jet velocity produced for a given average mass flow rate. The
boundary layer quickly attached to the surface when the
pulsating jet turned on, but detached slowly when the jet was
turned off (88). As long as the discrete vortex that was formed
by the pulsation remained above the surface, there was at
tached flow on the surface.

The foregoing flows are two-dimensional in the mean.
There exists the possibility that spatially-intermittent blowing,
from, say, a series of round jets or from a continuous slot
blocked at regular intervals with spacers, would be more
effective than blowing with the same momentum from a
continuous two-dimensional slot. The basis for suggesting this
comes from observations of the delay of separation behind
vortex generators. With counterrotating generators, the
kinetic energy of the mean flow near the surface is enhanced
downsteam of each diverging pair of vanes and reduced in the
passages on either side. These effects are due to the coun
terrotating vortices near the surface. The net effect of such
mixing is beneficial in delaying global separation. It is likely
that local separation has to be prevented only at periodic
spanwise positions to avoid complete breakdown of the flow.

A "whistler nozzle" (89) for the wall jet lip may also im
prove the performance of these cases. This device consists of a
convergent nozzle section, a constant area section, and a step
change to an exit section with a larger constant area. The exit
section excites a standing acoustic wave which greatly in
creases mixing near the jet. Work is needed to verify this
possible improvement.
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Concluding Remarks

The preceding sections have given an indication of the types
of approaches that have been and are being pursued to un
derstand and predict separated turbulent flow. A key
question, that was a central theme for the Project SQUID
Coloqium, was "Is there any way or any thing that can be
used to make a significant breakthrough in the prediction of
turbulent separated flow?" Unfortunately, no quick and
inexpensive approach appears to be likely. However, much
better experimental measurement techniques and com
putational capability are available than in the past. The key to
furture developments lies in detailed benchmark experiments
that will unlock the structure of separated flows in two and
three dimensions. Without these data to validate models,
predictors will be unable to make any real progress.

Clearly, the unsteady nature of the large eddy structure
plays a key role in determining the backflow behavior of both
steady and unsteady freestream separated turbulent flows.
Nearly periodic oscillations of the freestream can also result
in strongly interacting flows. A pulsating flow boundary layer
control appears to be effective. These observations should be
pursued in future research.
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ASME Symposium Call for Papers 

Assessment of Two-Phase Flow Models Used in Nuclear Reactor Analyses 

Winter Annual Meeting, Nov. 14-19,1982, Phoenix, Arizona 

PURPOSE 

With the recent advances in numerical codes, an increasing number of two-phase flow problems are being simulated 
numerically in the field of nuclear reactor safety. There is a need to demonstrate that the constitutive models for various 
phenomena in these codes are consistent with a broad range of "separate effects" data in the literature for each specific 
phenomenon being modeled. Comparison of code calculations against a variety of experiments is a means to verify the 
models. This symposium is organized by the Polyphase Flow Committee of the ASME Fluids Engineering Division. The 
purpose is to provide a forum for presentation and interchange of technical findings and numerical calculations of basic 
two-phase flow phenomena with application to nuclear reactors. It is hoped that each contributed paper will identify needs 
for additional data and model development. 

SCOPE 

Contributed papers for component models are solicited especially in the following basic areas: 

8 Critical Flow 
8 Phase-Separation (both vertical and horizontal) 
8 Condensation 
8 Entrainment 
8 Boiling 
8 Countercurrent Flow (Flooding) 
9 Two-Phase Friction Momentum Exchange 
9 Flow Regime Calculations 
9 Level Swell 

Comparison of a single code with several basic experiments or comparisons of several codes with a single experiment is 
encouraged. Consideration will also be given to papers assessing models for reactor components such as pumps, sprays, or 
SRVs and to reactor unique geometries such as loop seals or core support plates. Integral experiments are beyond the scope 
of this symposium. 

SELECTION OF TECHNICAL PAPERS 

Papers will be screened for relevance and content based upon review committee evaluation of an extended abstract of at 
least 1000 words, typed double-spaced, stating clearly the purpose, results and conclusions of the work, with supporting 
figures and tables. Authors of accepted abstracts will prepare manuscripts for full review complying with ASME standards. 
Symposium organizers are Dr. P. H. Rothe and Mr. C. J. Crowley. Five copies of the abstracts (or other correspondence) 
should be submitted to Christopher Crowley, Creare Inc., P.O. Box 71, Hanover, NH 03755, (603) 643-3800. 

DEADLINES 

Abstracts are due January 29, 1982. Authors will be notified of abstract acceptance by February 15, 1982. Authors of 
accepted abstracts must submit four copies of their full manuscript for review by March 30, 1982. Authors will be notified of 
manuscript acceptance by May 24, 1982. Author-prepared mats for the accepted papers will be due by July 1, 1982. Papers 
will be bound in a symposium publication to be made available at the meeting. 
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Correlations of Thermodynamic 
Effects for Developed Cavitation 
The net positive suction head (NPSH) requirements for a pump are determined by 
the combined effects of cavitation, fluid properties, pump geometry, and pump 
operating point. An important part of this determination is the temperature 
depression (AT) defined as the difference between ambient liquid temperature and 
cavity temperature. Correlations are presented of the temperature depression for 
various degrees of developed cavitation on Venturis and ogives. These correlations, 
based on a semiempirical entrainment theory, express AT in terms of the dimen-
sionless numbers of Nusselt, Reynolds, Froude, Weber, and Peclet, and dimen-
sionless cavity length (LID). The AT data were obtained in Freon 114, hydrogen, 
and nitrogen for the Venturis and in Freon 113 and water for the ogives. 

Introduction 

Cavitation is an important consideration in the design, 
analysis, and application of liquid handling pumps. Limited 
cavitation occurs whenever the local pressure is reduced to 
some critical value. A further reduction in pressure results in 
developed cavitation. In this flow regime, it is difficult to 
predict the net positive suction head (NPSH) required for the 
satisfactory performance of a pump. The NPSH requirements 
are determined by the combined effects of cavitation, fluid 
properties, pump geometry, and pump operating point. 

The determination of the cavity pressure is of primary 
importance in understanding the influence of developed 
cavitation on pump performance. In most cases, the designer 
assumes that the cavity pressure is equal to the vapor pressure 
at the bulk temperature of the liquid. This estimate is quite 
good in the absence of noncondensable gases and at states 
significantly below the critical temperature where Pv and 
dP„/dT are both small. For example, this is a reasonable 
approximation for water at room temperature with a low gas 
content, but for many fluids, such as cryogens, the operating 
temperature can be such that Pv and dP„/dT are both large. 
In these cases, the assumption that the cavity pressure is equal 
to the vapor pressure corresponding to the bulk temperature 
of the liquid can lead to very large errors. 

A continuous vaporization process which is dependent 
upon heat transfer at the liquid-vapor interface is required to 
sustain a developed cavity in a pump. As a result of 
vaporization, the cavity temperature is less than the inlet bulk 
liquid temperature so that the cavity vapor pressure is less 
than the vapor pressure corresponding to the inlet bulk liquid 
temperature. This phenomenon is called the thermodynamic 
effect and is dependent on fluid properties, velocity, size, and 
geometry. The thermodynamic effect is important because the 
NPSH required to produce a given cavity volume will decrease 
as the temperature depression at the cavity increases. The 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting at the 
Symposium on Polyphase Flow in Turbomachinery, San Francisco, Calif., 
Dec. 10-15, 1978. Manuscript received by the Fluids Engineering Division, 
August 18, 1979. 

relationship between the thermodynamic effect and the NPSH 
requirements for a pump can be obtained from the definition 
of cavitation number. 

In principle, one can define a cavitation number for pump 
applications (ac) which is based on the cavity pressure (Pc). 
Thus 

P _ p h«.-hr 

Or 
l/2p K. 

2g 

This can also be expressed in the form 

APT 
Ahn 

: o-„ + 
l/2PVa 

= <j„ + 

(1) 

(2) 

2g 

where av is the conventional cavitation number based on 
vapor pressure (Pv) corresponding to the bulk temperature 
(T„) and is defined by the relation 

_ P , - f „ ha-hv 

2g 

In the foregoing relations, it is apparent that h„, hc,hv, and 
AhT are the various types of head corresponding to the 
pressures Pa,,Pc,Pv, and APT respectively. 

In the absence of noncondensable gas in the cavity, the 
cavity pressure (Pc) would be equal to the vapor pressure 
corresponding to the cavity temperature. Thus the head 
difference (AhT) given by 

P -P 

pg 
may be taken as a measure of the thermodynamic effect. 

The net-positive-suction head is defined as 

NPSH = /iGD + - ^ - - A 1 ) • 
2g 

Employing equation (2) in equation (5) for the term h„ 
yields 

(4) 

(5) 

-h„ 
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NPSH = (l + (jc.)- •Ah7 (6) 
2g 

which relates NPSH, cavitation number (ac), and ther
modynamic effect (AhT). The velocity in equation (6) can be 
written in terms of the pump flow coefficient (</>) given by 

nD7 
(7) 

In general, the cavitation number (ac) varies with pump flow 
coefficient ($). However, if a value of ac and <j> is specified, 
then only a relationship for the thermodynamic effect is 
needed in order to estimate the NPSH requirements. 

Stahl and Stepanoff [1] ' were the first to analyze the 
thermodynamic effect for cavitation with particular emphasis 
on pump applications. They formulated the B factor method 
which is quasi-static in nature. Fisher [2], Jacobs [3], and 
Acosta and Hollander [4] also considered the B factor method 
and its application. 

The equation for predicting the thermodynamic effect in 
terms of a temperature depression (AT) from the B factor 
theory is 

AT=B-^~-~ (8) 
PL Cp 

where the factor B is defined as the ratio of vapor volume to 
liquid volume involved in the vaporization process. However, 
the primary practical problem which a designer encounters in 
attempting to use equation (8) is the calculation of B. 

In order to make the B factor method more useful as a data 
correlation method, Gelder, et al. [5], and Moore and Ruggeri 
[6] extended it in a semiempirical manner. They expressed the 
B factor in terms of dimensionless ratios as 

'•'•m^hn^-mr (9) 

and then determined the exponents empirically. The subscript 
7? employed in equation (9) indicates a reference value. Hord, 
et al. [7-9], have further extended this approach by including 
other factors in the correlation equation for the B factor. A 
new parameter was used which is a liquid phase velocity ratio 
derived from two-phase flow parameters. The parameter is 
defined as 

MTWO = l+B(pL/Pv)(aL/av)
2 

\+B(Pv/pL 
(10) 

Data were then correlated by employing the relation 
m ( MTWO l B f i i B 

B -4?)' I MTWO* . 

r-f}" m" m' (ID 

It is significant that this new correlation, i.e., equation (11), 
satisfactorily correlated the combined venturi, hydrofoil, and 
ogive data. In addition, Hord [10] has applied equation (11) 
to pumps. 

The entrainment theory was developed as an alternate to the 
B factor method for predicting the thermodynamic effect for 
developed cavitation. It is a dynamical approach based on an 
energy balance for the cavity. Although it is semiempirical, it 
has the advantage of dividing the vaporization process into 
basic physical quantities. The principal theoretical and ex
perimental aspects of this theory are presented in Holl, et al. 
[11], and Weir [12]. The foundations of the entrainment 
theory originated from Holl and Wislicenus [13] and in a 
discussion by Acosta and Parkin [14] of that paper. 

From the entrainment theory 2, the temperature depression 
(AT) is given by 

A7*= 
CA 

Nu' 
Pv_ 

PL 

X 

"c; (12) 

Numbers in brackets refer to documents in list of references. This theory is derived in the Appendix. 

Nomenclature 

h«„hc,h„ 

Au 

Aw 

a 
B 

cA cP 
CQ 

D 
DT 

Fr 
g 
h 

, and Ah T 

k 
L 

mv 

n 
Nu 
Pc 
Pe 
Pr 
Po 

Pa 

= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
— 

= 

cross sectional area of cavity 
cavity surface area 
speed of sound 
ratio of vapor volume to liquid 
volume involved in sustaining a 
natural cavity 
area coefficient =AW/D2 

specific heat of the liquid 
flow rate coefficient = Q/ V^D2 

model diameter 
tip diameter 
Froude number = V„SgD 
acceleration of gravity 
film coefficient = q/AwAT 
various values of head - see 
equations (l)-(6) 
thermal conductivity of liquid 
cavity length 
mass flowrate of vapor in the cavity 
rotational speed 
Nusselt number = hD/k 
cavity pressure 
Peclet number = V„D/a 
Prandtl number = v/a 
vapor pressure based on bulk tem
perature 
free stream pressure 

Subscripts 

q = heat transfer rate 
Q = volume flowrate of the vapor in the 

cavity 
Re = Reynolds number =V„D/v 

s = surface tension 
Tc = cavity temperature 

Tm — free stream temperature 
AT" = temperature depression =T„-TC 

AT'max = maximum temperature depression 
-T -T • 

Vv = velocity of the vapor in the cavity 
Va = free stream velocity 
We = Weber number & V^yfD/^s/p 

a = thermal diffusivity of liquid 
X = latent heat of vaporization 
v = kinematic viscosity of the liquid 

pL = mass density of the liquid 
pv = mass density of the vapor 
ac = cavitation number based on cavity 

pressure 
CT„ = cavitation number based on vapor 

pressure 
4> = pump flow coefficient 

L = denotes liquid 
v = denotes vapor 
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The Peclet number and fluid property terms are known from 
the free stream conditions (T„ and V„) and the characteristic 
model dimension (D). However, CACQ and Nu are charac
teristic of the cavity flow and are to be determined em
pirically. 

An attempt is made in this investigation to establish a 
relationship for the thermodynamic effect which can be. 
applied to scaling problems. The resulting relationship is 
based on the correlation of temperature depression data for 

. developed cavitation using the entrainment theory. It includes 
the application of the entrainment theory to the venturi 
temperature depression data of Moore and Ruggeri [6] and 
Hord, et al. [7], along with re-evaluation of previous AT 
correlations for two-axisymmetric bodies, namely, zero and 
quarter-caliber ogives. The investigation of the ogives is 
presented in references [11], [12], and [25]. The AT data for 
the Venturis were obtained in Freon 114, hydrogen, and 
nitrogen whereas the ogive AT data were obtained in Freon 
113 and water. 

The axial variation of the temperature depression along the 
cavity was found to be roughly linear with the maximum 
temperature depression (ATmax) occurring near the leading 
edge of the cavity. Examples of the axial variation of AT are 
given in references [5], [7], and [25]. 

In addition to the aforementioned correlations of AT, 
cavitation number data for both limited and developed 
cavitation in Venturis are also presented in this paper. 

Empirical Equations for CA ,CQ, Nu, and AT 

In order to determine an equation which correlates A7data 
by means of the entrainment theory i.e., equation (12), it is 
necessary to determine empirical equations for CA, CQ' , and 
Nu in terms of pertinent physical parameters. An examination 
of the problem led to the following general forms for CA, CQ, 
and Nu 

CA = C,{L/DV 

CQ = C2Re*FrcWerf(Z,/Z»)e 

Nu = C3RefFrS'WehPTi{L/D}J 

(13) 

(14) 

(15) 

As will be seen in subsequent sections, two combinations of 
terms were tried for CQ and Nu. The first correlation refers to 
that correlation in which Weber number was not considered, 
i.e., d = h = 0. Whereas, the second correlation refers to that 
correlation in which Froude number was eliminated, i.e., 
c = g = 0. 

Employing equation (13)—(15) in equation (12) yields the 
general empirical form for AT 

AT= C(L/D) *Re'Frm We"Pr"Pe (16) 
Pv h 

PL CP 

The unknown constants for all the correlations were 
determined by a modified least-squares approximations 
technique. Taking the logarithm reduces the equation to the 
linear form. Then, as outlined by Becket and Hunt [15], 
minimizing the sum of the squares of the difference between 
the logarithm of the measured data and the correlative ex
pression yields a set of simultaneous equations which can be 
solved for unknown constants. 

Experimental Results for the Venturis 

Extensive temperature depression data correlated by means 
of the entrainment theory have been reported for ogive nosed 
bodies [11]. In addition, temperature depression data 
correlated by means of the B factor theory have been reported 
for Venturis [6], [7], It was decided that it would be desirable 
to compare the venturi and ogive data when correlated by the 
entrainment theory. In order to accomplish this goal, it was 

FULL-SCALE VENTURI 

FLOW 0 
ZERO-CALIBER OGIVE QUARTER-CALIBER OGIVE 

Fig. 1 Schematic of models 

' l ' I < -
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/ | \ 1 . 0 9 
CA = 2 - 6 3 D 

J _ 
1 2 3 4 

RATIO OF CAVITY LENGTH TO DIAMETER, L/D 
Fig. 2 Area coefficient for the Venturis 

necessary to experimentally determine the area coefficient 
(CA) and flow rate coefficient (CQ) for the Venturis. These 
were then employed in equation (12) to determine the Nusselt 
number by using the temperature depression data of Moore 
and Ruggeri [6] and Hord, et al. [7]. 

The coefficients CA and CQ were determined for two 
venturi models having the same shape. In addition, the 
cavitation numbers for both limited and developed cavitation 
were determined as a function of the flow parameters for the 
two models. The tests were conducted in the 38.1 mm ultra-
high-speed cavitation tunnel located in the Garfield Thomas 
Water Tunnel Building of the Applied Research Laboratory. 
A detailed description of the facility and supporting equip
ment is given in references [16], [17]. 

The internal contours of the two venturi test sections are the 
same as those developed by NASA [6], [7]. The full scale 
venturi has a minimum internal diameter of 35.0 mm and the 
7/10th scale venturi has a minimum diameter of 24.8 mm. A 
schematic of the full scale venturi is shown in Fig. 1 together 
with a sketch of the ogive models. 

The geometric characteristics of developed cavities were 
determined for both full scale and 7/10th scale Venturis. 
Cavity profiles were established for various operating con
ditions. The position of the cavity wall was determined by 
inserting a thin probe through the cavity wall until it pierced 
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the cavity interface. This was done at two positions along the 
cavity length. 

Once the profile of the cavity wall was determined by the 
aforementioned method, the cavity surface area (Aw) was 
obtained by an integration as described in reference [16]. The 
resulting area coefficient (CA) is shown as a function of 
dimensionless cavity length (L/D) in Fig. 2 for the two 
Venturis at various velocities. It is seen that as in the case of 
the ogives, CA is solely a function of L/D. The data for CA 

were approximated by equation (13) and the empirically 
determined constants are shown in Table 1 together with the 
data for the ogives from reference [11]. It is seen that the 
exponent for L/D varies over the narrow range 1.09-1.19 for 
the three configurations. 

In order to determine CQ\ it was assumed that the value of 
CQ for a ventilated cavity with minimal diffusion effects 
approximates the actual CQ' for a natural cavity having the 
same value of L/D. This basic assumption is discussed in 
reference [11]. Measurements of the volume flowrate of gas 
required to sustain ventilated cavities were made for a velocity 
range of 5.2 to 12.2 m/s and dimensionless cavity length 
(L/D) of 1.0 to 3.0 for the two models in room temperature 
water. Nitrogen was used as the ventilation gas and attempts 
were made to reduce the effect of gas diffusion on the 
measured flowrate. This was done by adjusting the flow 
conditions such that the cavity pressure was close to the 
partial pressure of gas in the liquid (see reference [18] for 
more details). Typical results from these tests are shown in 
Fig. 3 where the volume flowrate of gas expressed as a 
dimensionless flowrate coefficient (CQ) is shown as a function 
of dimensionless cavity length (L/D). The data for CQ' were 
approximated by equation (14) and the empirically deter
mined constants are shown in Tables 2 and 3 for the first and 
second correlations together with the data for the ogives from 
references [11] and [25]. These correlations will be discussed 
in subsequent sections. 

Table 1 Constants for CA correlations (equation (13)) 
Model Constant C L/D Exponent 

Venturi 

Zero-Caliber Ogive* 

Quarter-Caliber Ogive* 

2.63 

4.59 

2.06 

1.09 

1.19 

1.18 

Data from Reference [11] 

The experimental values of the desinent cavitation number 
for the Venturis are presented in Fig. 4. It is seen that the 
desinent cavitation number for water compares favorably 
with the minimum pressure coefficient. However, the water 
results are consistently higher than the experimental results 
for Freon 114 [19] and liquid hydrogen [20]. Gas effects in 
water and surface tension effects in liquid hydrogen [20] may 
cause trends of this type. 

The cavitation number based on cavity pressure is ap
proximately constant for both Venturis over the range of 
cavity lengths and velocities tested. As shown in Fig. 5 for the 
full scale venturi, a single cavitation number of 2.32 can be 
ulilized to represent the ventilated and natural cavity data. 
This compares to a constant cavitation number of 2.47 from 
earlier tests by Moore and Rugged [6] and Hord, et al. [7]. 

Many investigators, see for example references [18] and 
[21], have shown that the cavitation number is a single valued 
function of dimensionless cavity length (L/D). However, the 
venturi data in Fig. 5 do not display this characteristic. As 
shown by Weir [22], blockage effects on ogive nosed bodies 
are such that as the blockage increases the cavitation number 
tends to become independent of LID. Perhaps the constant 
cavitation number characteristic of the Venturis is due to 
similar effects. 

Application of the Entrainment Theory 

The initial correlation made by the entrainment theory 
referred to as the first correlation did not include Weber 
number. These results are shown in Table 2 in which the data 
for the ogives were obtained from reference [11], The com
parisons between the experimental ogive data and the first 
correlation are given in reference [11] for AT and references 
[18] and [23] for CQ. The results for the second correlation, 
namely, the correlation which did not include Froude number, 
are given in Table 3. Comparisons between the experimental 
AT data and AT calculated by both correlations for the 
Venturis are given in Table 4. Comparisons between measured 
values of CQ' and AT with values calculated from both 
correlations are given in reference [25] for the ogives. 

Referring to the ogive data for CQ' and Nu in Table 2, it is 
seen that the correlations are consistent, i.e., the exponents of 
like terms have the same sign. The correlations for the AT" 
ogive data are nearly independent of Froude number. This is 
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Fig. 3 Flow rate coefficient data for the 35.0 mm dia venturi 
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Fig. 5 Cavitation number for developed cavitation in the 35.0 mm 
venturi 

Table 2 Constants and exponents for entrainment theory-first 
correlation 

Quantity Eq. 
No. C, , C, or C 2 ' 3 r 

L/D 
Exp. 

Re 
Exp. 

Fr 
Exp. 

We 
Exp. 

Pr 
Exp. 

Pe 
Exp. 

Venturi 

CQ 

Nu 

AT max 

CQ 

Nu 

AT 

14 

15 

16 

14 

15 

16 

0.676 x 

0.611 x 

0.421 x 

0.424 x 

0.148 x 

6.221 

lO"* 

i o - 3 

lO" 1 

IO"2 

IO" 3 

1.06 

-0 .39 

0.36 

0.69 

-1 .33 

0.83 

0.48 

1.36 

-0 .88 

0.16 

1.39 

-1 .23 

- 0 . 2 1 

-0 .59 

0.38 

0.13 

0.15 

-0 .02 

0 

0 

0 

0 

0 

0 

0.04 

-0 .04 

0.85 

-0 .85 

1.0 

Zero-Caliber 
Ogive 

1.0 

Quarter-Caliber 

Ogive 

C0 
Nu 

AT 

14 

15 

16 

0.320 x 10 

0.464 x IO - 2 

0.335 x 1 0 - 2 

0.74 

-0 .70 

0.26 

0.46 

1.03 

-0 .57 

0.26 

0.30 

-0.04 

0 

0 

0 

0.41 

-0 .41 

These correlations are the same as those given in Reference [11] except for small adjustments in the constants due to the 

use of new fluid property data. 
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Table 3 Constants and exponents for entrainment theory - second 
correlation 

Model 

Venturi 

Zero-Ca: 
Ogive 

Quarter -
Ogive 

l i b 

-Ca 

e r 

l i b e r 

Quantity 

CQ 

Nu 

AT max 

CQ 

Nu 

AT max 

CQ 

Nu 

AT max 

Eq. 
No. 

14 

15 

16 

14 

15 

16 

14 

15 

16 

Constant 

V C3 ' 

0.618 x 

0.275 x 

0.854 

0.225 x 

0.415 x 

1.183 

0.836 x 

0.271 

1.498 x 

3r C, 4 

ID"5 

ID"5 

lO" 1 

i o - 2 

lO" 3 

IO"3 

L/D 

Exp. 

1.09 

-0 .32 

0.32 

0.69 

-1 .37 

0.87 

0.74 

-0 .70 

0.26 

Re 

Exp. 

0.88 

2.33 

-1 .45 

-0 .10 

0.90 

-1 .00 

-0.06 

0.41 

-0.47 

Fr 
Exp. 

0 

0 

0 

0 

0 

0 

0 

0 

0 

We 
Exp. 

-0 .62 

-1 .67 

1.05 

0.40 

0.68 

-0 .28 

0.79 

0.93 

-0 .14 

Pr 
Exp. 

0.46 

-0.46 

0.64 

-0.64 

0.31 

-0 .31 

Pe 
Exp. 

1.0 

1 .0 

— 

1 .0 

perhaps not surprising since the Froude number was rather 
high in these tests. This suggested the possibility that Froude 
number could be eliminated in the expressions for CQ\ NU, 
and AT and other parameters considered. Since the en
trainment mechanism may possibly depend upon surface 
tension effects, it seemed reasonable to consider Weber 
number as a scaling parameter. Thus Froude number was 
replaced by Weber number and new correlations for CQ NU, 
and ATwere obtained as shown in Table 3. 

Referring to the ogive data for CQ, NU, and AT in Table 3, 
it is seen that the exponents of like terms have the same sign 
and thus the results are consistent. Furthermore, the ex
ponents on the Weber number terms in Table 3 are con
sistently higher than the corresponding exponents on the 
Froude number terms in Table 2. Perhaps this indicates that 
in this instance the Weber number is better than Froude 
number as a scaling parameter. 

Although the ogive data appear to be consistent for both 
correlations, it is seen that the venturi data do not have the 
same trends. For example, referring to Table 2, the Froude 
number exponent for the venturi is negative in the expressions 
for CQ and Nu, whereas the same set of exponents for the 
ogives is positive. Referring to the second correlation in Table 
3, it is seen that the signs of both the Weber number and 
Reynolds number exponents in the CQ expression for the 
venturi are opposite to the corresponding exponents for the 
ogives. 

It is interesting to compare the exponents on the Prandtl 
number for the various correlations given in Tables 2 and 3. 
Referring to the venturi correlations, it is seen that Prandtl 
number exponent for the ATequation is -0.04 and -0.46 for 
the first and second correlations, respectively. Thus the ex
ponent has increased by an order of magnitude from the first 
to the second correlation. In contrast to this result, the 
Prandtl number exponent for the ogive AT correlation 
changes from -0.85 to -0.64 for the zero caliber ogive and 
from -0.41 to -0.31 for the quarter caliber ogive in going 
from the first to the second correlation. The much larger 
change in the Prandtl number exponent for the venturi is due 
to the introduction of surface tension into the AT correlation 
which has a large variation for the fluids used in the 
correlation, namely, Freon 114, nitrogen, and hydrogen. The 
magnitude of the Prandtl number exponent for the second 
correlation, namely, 0.46 is more typical of heat transfer 

data. Perhaps this suggests that the second correlation is 
better than the first correlation for the Venturis. 

The various entrainment theory correlations for AT are 
compared in Table 5 for the case of constant fluid properties 
where AT has the form 

<£)' y M2£)M3 (17) 

in which the constants are different for each configuration. In 
addition, two of the B factor correlations are shown in Table 
5. (Apparently, these are the only B factor correlations 
available for the Venturis and ogives which include size, i.e., 
D, directly as a parameter. Weir [12] has summarized the 
various B factor correlations.) Comparing the first and 
second entrainment method correlations for a given con
figuration with each other indicates that the two correlations 
give nearly the same exponents for like terms. Both of the 
correlations for the Venturis show that the size effect is very 
small. The B factor correlation for the Venturis shows a larger 
size effect with AT varying as the 0.2 power of D. However, it 
is important to note that the venturi models had only a 1.0 to 
0.7 variation in diameter. The exponent on LID varies 
between 0.26 and 0.36 for the Venturis and quarter caliber 
ogives, whereas the zero caliber ogives display a much larger 
effect for the average LID exponent is 0.85. All of the con
figurations and correlations indicate that AT increases with 
velocity with the exception of the zero caliber ogive. In ad
dition, all of the configurations and correlations indicate that 
AT increases with, or is not affected by, size with the ex
ception of the zero caliber ogive which shows a decrease of AT 
with size. Thus the zero caliber ogive tends to be the exception 
when examined for the case of constant fluid properties. This 
may be due in part to the observed cavity instability associated 
with the separated flow about the zero caliber ogive. Sub
sequent to this study, high-speed photographic investigations 
by Stinebring [26] indicated that the cavity broke away from 
the leading edge of the body during part of the cavity 
oscillation cycle due to the reentrant jet striking the cavity 
wall. This phenomenon may have caused significant 
departures from the assumptions of the steady state en
trainment theory. 

Conclusions 

Correlations for the temperature depression (AT) defined as 
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Table 4 Comparison of measured and calculated values of ATmax for the Venturis 

F l u i d 

Hydrogen 

V e n c u r i 
Diamete r 

mm 

2 4 . 8 

e t c . 

C a v i t y 
Leng th 

L/D 

2 . 0 5 

2 . 5 6 

3 . 3 3 

3 .33 

1.79 

2 .82 

2 . 5 6 

3 . 3 3 

3 .59 

1.79 

2 . 7 0 

3 . 3 3 

3 . 3 3 

1 .28 

2 . 0 5 

2 .05 

3 . 3 3 

3 .59 

2 . 0 5 

3 . 3 3 

3 . 3 3 

V e l o c i t y 

3 1 . 3 

3 0 . 1 

3 0 . 4 

4 3 . 7 

4 6 . 0 

4 5 . 6 

4 9 . 7 

5 0 . 8 

5 1 . 3 

5 2 . 6 

5 3 . 3 

52 .7 

5 2 . 7 

5 7 . 2 

5 8 . 0 

5 8 . 7 

5 8 . 1 

5 9 . 1 

5 8 . 6 

5 7 . 9 

5 8 . 6 

F l u i d 
Temp 

°K 

1 9 . 9 

1 9 . 8 

1 9 . 8 

2 0 . 7 

2 0 . 4 

2 0 . 3 

22 .4 

2 2 . 3 

22 .4 

2 0 . 6 

20 .6 

2 0 . 1 

2 0 . 6 

22 .4 

2 0 . 7 

2 0 . 7 

2 0 . 7 

2 0 . 6 

2 2 . 6 

22 .4 

2 2 . 5 

Temper 
Measured 

AT(°C) 

1.77 

1.45 

1.88 

2 .37 

1.99 

2 .74 

2 .71 

3 . 0 1 

3 .04 

2 .58 

3 .02 

3 .36 

3 .19 

2 .25 

2 . 9 1 

2 .96 

3 .43 

3 .16 

2 . 8 1 

3 . 4 3 

3 .53 

i t u r e De 
Pred 

AT2(°C) 

1 .41 

1.48 

1.62 

2 .38 

1.91 

2 .17 

3 . 3 1 

3 . 6 1 

3.77 

2 .17 

2 .47 

2 .58 

2 .62 

2 . 9 1 

2 . 4 1 

2 .44 

2 .84 

2 . 9 1 

3 .54 

4 . 0 1 

4 .08 

i r e s s i o n 
t c t e d 

A T ^ C ) 

1.53 

1.63 

1 .80 

2 . 5 2 

1.97 

2 . 2 8 

3 . 3 3 

3 .67 

3 .83 

2 .19 

2 .54 

2 .68 

2 .72 

2 . 8 1 

2 . 4 3 

2 .45 

2 . 9 2 

2 .99 

3 .46 

4 . 0 1 

4 . 0 8 

Measured values from Moore and Ruggeri (1962) and Hord, Anderson and 

Hall (1972) 

Cavity 
Length 
L/D 

1.64 

1.64 

1.64 

1.64 

1.64 

1.64 

1.64 

0.72 

3.08 

1.28 

2.05 

3.33 

1.28 

2.05 

3.33 

1.28 

2.05 

3.33 

1.28 

2.05 

3.33 

1.28 

2.05 

46 .1 

46.6 

46.6 

39.2 

38.7 

39.8 

42.6 

43.9 

44 .1 

60.0 

60.8 

62.2 

59.6 

60.2 

Velocity 

m/s 

9.5 

9.9 

6.7 

6.9 

7.0 

13.5 

13.6 

16.5 

8.2 

Fluid 
Temp 
°K 

289.1 

299.8 

277.1 

288.7 

299.7 

288.9 

299.9 

289.1 

289.1 

20.5 

20.6 

20.6 

21.4 

21.5 

21.6 

22.5 

22.6 

22.8 

20.8 

20.9 

20.8 

21.4 

21.4 

Temperature Depression 
Measured Predicted 

AT(°C) 

3 .78 

4 .94 

2 . 2 2 

3 .00 

4 . 3 3 

4 .89 

5 .83 

2 .89 

4 . 0 0 

3 .84 

5 .17 

2 .27 

3 .14 

4 .17 

4 . 7 3 

6 .27 

3 . 1 0 

4 . 3 2 

4 . 0 3 

5 .36 

2 . 4 9 

3 . 4 1 

4 . 4 8 

4 . 7 9 

6 .28 

3 .12 

4 . 7 3 

1.43 

1.97 

2 .32 

1 .91 

2 .06 

2 .33 

2 .38 

2 . 8 1 

3.19 

1.96 

2 .50 

3.47 

2 .48 

3 .06 

1.74 

2 .08 

2 .45 

1.91 

2 .23 

2 .69 

2 .47 

2 .94 

3 . 6 1 

2 .19 

2 .61 

3 .06 

2 .46 

2 .89 

1.77 

2 .15 

2 .58 

1.95 

2 .32 

2 .84 

2 .45 

2 .97 

3 .69 

2 .15 

2 . 6 1 

3 . 1 1 

2 . 3 9 

2 .87 

AT (°C) 

V e n t u r i 
Diameter 

Cav i ty 
Length 

L/D 

3 .33 

1.28 

2 .03 

3 .33 

1.28 

1.28 

2 .05 

3.33 

1.28 

2 .05 

3.33 

1.28 

2 .05 

3 .33 

1.28 

2.05 

3.33 

2.05 

3.33 

1.28 

2.05 

Cav i ty 
Length 

L/D 

3.33 

3.33 

3.33 

3.33 

3.33 

3.33 

3.33 

3.33 

3.33 

3.33 

2 .00 

2 .00 

2 .00 

2 .00 

2 .00 

2 .00 

2 .00 

2 .00 

0 .36 

0 . 9 1 

2 .90 

Cav i ty 
Length 

L/D 

0 .73 

1.45 

2 .90 

2.90 

2 .90 

2 .90 

V e l o c i t y 

m/s 

59 .7 

58 .0 

57 .7 

5 7 . 8 

5 9 . 8 

6 1 . 8 

6 1 . 8 

62 .4 

60 . 2 

6 0 . 5 

6 1 . 3 

42 .4 

4 3 . 0 

4 3 . 8 

47 .4 

4 7 . 2 

4 6 . 9 

4 6 . 2 

46 .7 

3 3 . 8 

3 4 . 5 

V e l o c i t y 

m/s 

10 .7 

15 .4 

1 4 . 0 

1 9 . 9 

22 .6 

22 .3 

22 .3 

22 . 2 

1 5 . 1 

1 4 . 7 

9 .6 

9 .7 

9 .7 

5 .8 

5.7 

5 .8 

1 3 . 2 

13 .4 

1 0 . 1 

10 .0 

9 .2 

V e l o c i t y 

m/s 

6.2 

6 . 1 

5.9 

7 .6 

9 .6 

1 2 . 8 

F l u i d 
Temp 

°K 

21 .3 

22.6 

22.6 

22.6 

20 .9 

22 .7 

22 .6 

22 .7 

21 .4 

21 .4 

21 .6 

21 .6 

21 .5 

2 2 . 1 

20.6 

20.4 

20.7 

22.7 

22.7 

20.3 

20.3 

F l u i d 
Temp 

°K 

7 7 . 8 

77.7 

83 .7 

8 9 . 1 

8 9 . 3 

83 .6 

78 .3 

78 . 2 

7 8 . 1 

7 8 . 1 

272 .8 

273 .0 

272.9 

265.9 

265.8 

265.8 

279.4 

279 .8 

273.8 

273.7 

272.2 

Temper 
Measured 

ATCC) 

3.58 

2 .91 

3.16 

3.72 

2.77 

3.47 

3.62 

4 .27 

2 .83 

2 .99 

3 .48 

2 .21 

2.65 

2 .98 

1.96 

2 .42 

3.03 

2.47 

2 .91 

1.55 

1.64 

Tempe 
Measured 

AT(°C) 

1.67 

1.72 

2.39 

4 . 8 3 

4 .78 

3 . 6 1 

2 .33 

2 .39 

1.83 

2 .00 

3 .00 

4 .06 

5 .11 

1.50 

1.83 

2 .78 

4 .06 

5.06 

2.17 

3.50 

4 .44 

a t u r e Dep 
Predi 

AT2t°C) 

3.29 

3.03 

3.49 

4 .09 

2 .21 

3 .18 

3.64 

4 .42 

2.45 

2.87 

3 .53 

2.04 

2.39 

3.14 

1.81 

2 .03 

2 .61 

3 .11 

3 .71 

1.38 

1.62 

- a t u r e De 
Pred 

AT2CC) 

1.45 

1.77 

2 .86 

5.62 

6.14 

3.76 

2 .35 

2.32 

1.82 

1.79 

2.59 

4 .16 

5.49 

1.38 

1.89 

3 .11 

3.26 

5 .31 

2.44 

3.27 

4 .56 

r e s s i o n 
c t e d 

ATjCC) 

3.34 

2 .91 

3.43 

4 .09 

2.17 

3.03 

3.54 

4.37 

2 .39 

2.84 

3.56 

2.07 

2.46 

3.26 

1.82 

2.09 

2.76 

3.12 

3 .78 

1.44 

1.73 

i c t e d 
AT^-C) 

1.40 

1.64 

2 .63 

4 .82 

5.19 

3.29 

2 .10 

2.07 

1.69 

1.67 

2 .60 

4.17 

5.44 

1.46 

2 .00 

3 .28 

3.16 

5.13 

2.27 

3.16 

4 .66 

F l u i d 
Temp 

77 .8 

77 .8 

7 7 . 8 

78 .0 

78 .3 

79 .2 

Tempera ture Depres s ion 
t sured P r e d i c t e d 

AT,(°C) AT(°C) 

0 .61 

0.72 

1.00 

1.28 

1.50 

1.67 

AT2(°C) 

0.64 

0.80 

0 .98 

1.18 

1.39 

1.79 

0.59 

0 .75 

0 .95 

1.11 

1.28 

1.59 

p r e d i c t e d by f i r s t c 

p r e d i c t e d by second 
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Table 5 AT correlations for constant fluid properties 

BOUNDARY 

Venturi 

Venturi 

Venturi 

Zero Caliber 
Ogive 

Zero Caliber 
Ogive 

Quarter Caliber 
Ogive 

Quarter Caliber 
Ogive 

Quarter Caliber 
Ogive 

SOURCE 

This study, 
Moore and Ruggeri 

1968 and 
Hord et al. 1972 

Moore and Ruggeri 
1968 

This study, 
and Holl, 
Billet and 
Weir 1975 

Hord 1973 

FLUIDS 

Hydrogen 
Nitrogen 
Freon 114 

Hydrogen 
Nitrogen 
Freon 114 

Hydrogen 
Freon 114 

Water 
Freon 113 

Water 
Freon 113 

Water 
Freon 113 

Water 
Freon 113 

Hydrogen 
Nitrogen 

CORRELATION METHOD 

Entrainment Method 
First Correlation 

Entrainment Method 
Second Correlation 

B Factor Method 

Entrainment Method 
First Correlation 

Entrainment Method 
Second Correlation 

Entrainment Method 
First Correlation 

Entrainment Method 
Second Correlation 

B Factor Method 

EQUATIONS FOR AT 

AT - C(L/D)°-36 Vj-5 D-°-07 

AT - C(L/D)°-32 V„0-6 D°-07 

AT = C(L/D)0'3 VJ^D 0' 2 

AT - C(L/D)°-83 V-°-25 D-°-22 

AT - C(L/D)°-87 V-°-28 D-0-" 

AT - C(L/D)°-26 V°-39 D°-45 

AT - C(L/D)°-26 V°-39 D°-46 

AT - C(L/D)°-34 V0'21 D°- 9 4 

Table 6 Experimental uncertainty 

Experimental Uncertainty 

Cavity length (1.) 
Cavity .surface area (A ) 

Cavity length (I.) . 
Volume flowrate (Q) 

Velocity ('.'_) 
Cavitation number (o ) 

Velocity (VJ 
Cavitation num 

+5Z 
+ 10* 

+5Z 
+1% (based on flow 

meter accuracy) 

+IZ 
+10Z 

±17, 
+y/. 

the difference between ambient liquid temperature and cavity 
temperature for a developed cavity are presented for various 
degrees of developed cavitation on Venturis and ogives. These 
correlations were done with a semiempirical entrainment 
theory. Results show that the entrainment theory appears to 
be a reasonable alternative to the B factor method. 

Two correlations were made for the temperature depression 
using the entrainment theory. The first correlation uses a 
Froude number term which was found to be very small and 
can be neglected. This result was the basis for obtaining the 
second correlation in which Froude number was replaced by 
Weber number. 

Conclusions about the correlations and the experimental 
data are as follows: 

1 The temperature depression for the quarter caliber ogives 
increases with T„, L/D, V„, and D. This result is in general 
agreement with other investigations of quarter caliber ogives, 
hydrofoils, and Venturis. 

2 The temperature depression for the zero caliber ogives 
increases with T„ and L/D, but tends to decrease with V„ 
and/) . 

3 Both the first and second correlations show consistent 
results for the ogives within the context of the entrainment 
theory in that the exponents of like terms have the same sign 
in the expressions for CQ, Nu, and AT. 

4 In general, within the context of the entrainment theory, 
the venturi expressions for AT, CQ, and Nu for both the first 
and second correlations do not show the same trends as those 
for the ogives. 

5 The cavitation number is independent of L/D for the 
Venturis, whereas it is a single valued function of L/D in the 
case of the ogives. 

6 For the Venturis, the magnitude of the Prandtl number 
exponent for the second correlation appears to be more 
consistent with other heat transfer data than does the Prandtl 
number exponent for the first correlation. Perhaps this 
suggests that the second correlation is better than the first for 
the venturi data. 
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A P P E N D I X 

Derivation of Temperature Depression Equation 

The heat required to convert the liquid to vapor is given by 

<i = \mv=Pv\CgD2V0> (18) 

The heat transfer through the cavity wall is given by 

q = hAw(Ta-Tc) = hAwAT (19) 

The mass flowrate of the vapor in the cavity (mv) is given by 

m„=p„VuAv=Pl,Q = p„D2VaCQ (20) 

where CQ' is the flowrate coefficient defined as 

CQ-WV„ 
(21) 

Equating equations (18) and (19) and solving for the tem
perature depression (AT) gives 

CA D2 

AT=-^~Vm\Pv (22) 
n AW 

This equation can then be expressed in terms of dimensionless 
parameters, namely 

AT=£<Lll^± (23) 
CA Nu pL CP 

Equation (23) is the basic relation employed in this in
vestigation to correlate the temperature depression data. 
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The Initiation Of Gaseous 
Microbubbie Growth In Laminar 
Separation Bubbles 
Flow conditions surrounding bubble-ring cavitation inception on hemispherical 
headforms are analyzed with respect to the initiation of air diffusion into 
microbubbles as is observed to occur at fixed positions in the boundary layer. Fairly 
recent observations have shown this phenomenon to occur in the laminar separation 
bubble on the body. 

The analysis shows, in agreement with the body of experimental evidence now 
available, that gaseous growth must be preceded by a period of vaporous growth 
starting in regions of low pressure upstream of the laminar separation bubble. It 
also appears that the most favorable condition for the initiation of gaseous growth 
should occur when a typical vapor bubble reaches its maximum radius as it enters 
the laminar separation bubble. The conditions for the initiation of subsequent 
gaseous growth, once the cavitation bubble is stabilized in the laminar separation 
zone, are more demanding. Nevertheless, it is found that the liquid in the water 
surrounding the bubble in the separation zone is definitely supersaturated for most 
flows of experimental or practical interest. Therefore, gaseous growth, as well as 
vaporous growth, is definitely to be associated with the onset of bubble-ring 
cavitation on both theoretical and experimental grounds. 

Introduction 

For some time, it has been known when the onset of 
cavitation is observed on hemispherical headforms under 
some conditions, that very small bubbles are found to grow at 
fixed places on the body, references [1, 2]. It was noted that 
the observed growth is probably caused by air diffusion from 
the water into the bubbles, which we shall call gaseous 
growth. It was also thought that in all likelihood, this gaseous 
growth could be preceded by a period of vaporous growth, by 
which dynamic growth of cavitation bubbles is known to 
occur, because it was found during gaseous growth that the 
minimum static pressure on the body upstream of the region 
of gaseous growth was less than the vapor pressure. However, 
the conditions responsible for the fact that this gaseous 
growth takes place at fixed points on the body were not un
derstood. 

Our understanding of the conditions responsible for the 
ability of these bubbles to remain at a fixed point in the 
boundary layer on the headforms has been significantly 
enhanced by the discovery that a laminar separation bubble is 
calculated to be present on hemispherical headforms at 
Reynolds numbers, based on headform diameter, as high as 5 
x 106 [3-6]. A schematic diagram of this flow is shown in 
Fig. 1. Comparison of the reported location of the laminar 
bubble with the position on the headform where gaseous 
growth was observed [1, 2], suggests that gaseous growth 
occurs inside the laminar separation bubble. This new 
knowledge makes it apparent that small gas bubbles can 

P . P ' o r 
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Fig. 1 Schematic diagram of flow about a hemispherical headform 
when laminar separation is present 

become fixed at a point on the body in the laminar separation 
bubble and then there certainly will be more than enough time 
for gaseous growth to occur [1, 2], because such growth will 
continue until the bubble becomes large enough to interact 
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with the laminar free shear layer which divides the laminar 
bubble and the external flow upst ream of the turbulent 
rea t tachment zone. Thus whether or not the diffusion rate is 
large or small is of secondary interest in this study.1 Even so, 
it is of interest to explore in somewhat more detail the nature 
of condit ions which can lead to gaseous growth in the 
boundary layer and to improve our understanding of the 
reasons why it is necessary that the observed gaseous growth is 
preceded by a period of vaporous growth. Aside from the fact 
that our observations appear to show that this must be true, 
no explanation of the experimental evidence appears to have 
been offered to date . 

The investigation hinges upon a comparison between two 
distinct physical possibilities. The first is the possibility that 
gaseous growth occurs in the laminar separat ion zone after a 
cavitation nucleus has experienced a short period of 
isothermal vaporous growth . The second is the possibility that 
no vaporous growth occurs. Instead, a free stream nucleus 
enters the boundary layer and is t ransported into the laminar 
bubble by the flow. During this mot ion , there is no time for 
appreciable gaseous growth. Changes in bubble size will occur 

1 Typical streamlines and velocity profiles associated with laminar 
separation and separation bubbles are illustrated in Incompressible 
Aerodynamics, B. Thwaites, ed., Oxford, 1960. These flow patterns for slowly 
moving fluid in the laminar bubble are shown on pages 47 and 50 of this 
reference. These flow patterns help one visualize how the fixed positions of 
microbubbles in the laminar separation bubble might be possible. 

Another point about laminar bubbles is that in the zone of turbulent reat
tachment significant wall pressure fluctuations have been observed [5]. Since 
this flow region is not considered favorable for gaseous growth of the fixed 
microbubbles under study here, no further mention of this matter seems 
necessary. Similarly, rectified diffusion into oscillating bubbles is excluded 
from this analysis although such events are possible. The important point is that 
rectified diffusion affects the overall diffusion rate. However, our interest 
centers on threshold conditions under which gaseous growth is possible in the 
first place. Subsequent diffusion rates are not considered. 

as though the bubble were an isothermal flaccid bal loon. 
Then once the bubble has come to rest in the laminar 
separat ion zone, subsequent gaseous growth could occur, or if 
the flaccid bubble is large enough, vaporous cavitation would 
take place. 

The Cavitation Nucleus 

It is generally accepted that spherical air bubbles, if left to 
themselves in a quiescent body of water, will either dissolve 
under the influence of surface tension or they will grow by air 
diffusion and rise to the surface and thus be lost [7]. In either 
case, spherical air bubbles are ruled out as persistent 
cavitation nuclei and it is concluded that some mechanism 
must be present which can counteract the effects of surface 
tension in order to explain the observed persistence of 
cavitation nuclei. There is an extensive literature on cavitation 
nuclei which we cannot discuss here. Instead, we shall content 
ourselves by employing a nucleus which initially has zero 
surface energy. As the bubble grows from an initial effective 
radius R0 to a larger size, say R = n R0, with n > 1, we shall 
suppose that the surface tension will attain its full value which 
we shall designate by a. The surface tension remains constant 
for values of r = R/R0 > n. The simplest assumption that 
one can make for the range 1 < r < n is that the variation be 
linear. Thus we shall take the pressure increment due to 
surface tension to be given by 2S(R, a)/R where the surface 
tension law is given by 

S(R, a)-

R-RQ 

(n-l)R0 

Rn<R<nR0 

nR0<R 

(1) 

Nomenclature 

a = magni tude of the dimensionless acceleration of 
the bubble wall 

C = concentrat ion of air dissolved in the water , moles 
of air per million moles of water (ppm) at any 
point in the flow 

C, = initial concentrat ion of dissolved air measured in 
a sample of tunnel water j 

Cp = pressure coefficient: Cp =(p-Po)/ — p V0
2 

static pressure coefficient in laminar separat ion 
bubble 
rat io of characteristic surface tension pressure to 

4(7 
dynamic pressure: Ca = = = 4 / W e 2 

RoP Va 
diameter of the water tunnel model 
max imum height of the laminar separat ion 

1 
2~ 

surface tension parameter which governs the 
slope of the linearly increasing par t of the surface 
tension law S(r, a) 

p = static pressure at any point in the flow 

p a = part ial pressure of air in the free stream nuclei at 
the measured dissolved air concentrat ion 

p g = part ial pressure of air in the bubble 
p 0 = static pressure at ups t ream infinity 
p v = pressure of the vapor inside the cavitation bubble 
p s = static pressure of the liquid in the separat ion 

bubble 

C„ 

C„ = 

D = 
H = 

K = 

n = 

bubble 
cavitation number : K- (Po-Pu)/^r P Vo2 

r = dimensionless radius: r = R/R0 

rc = critical dimensionless radius for air diffusion 
according to equat ions (14) and (15) of text 

re = equilibrium dimensionless radius: re=Re/R0 

rm = max imum dimensionless radius: r„, =R,„/R0 

Re = equil ibrium bubble radius 
Re = Reynolds number based on body diameter 

Rm = max imum bubble radius 
R0 = " r a d i u s " of typical nucleus 

S(r, a) = surface tension law 
/ = labora tory or " r e a l " t ime 
v = dimensionless bubble-wall velocity 

K0 = free s tream velocity 
We = Weber number : W e = Va/^Ja/pRQ 

(3 = dimensionless parameter characterizing static 
K+Cp 

pressure in laminar separat ion zone:/3= ———s-
fie = value of |8 when r = re " 
Pc = value of /3 when r = rc 

y = d imens ion le s s air con ten t p a r a m e t e r : 
y = pa/(2a/R0) 

r = 7 - 0 
p = liquid density 
a = coefficient of surface tension 
T = dimensionless t ime: T=t^/2a/pR0

3 

X = constant of proport ional i ty in Henry ' s law 
£ = normalized radius: £ = r/Vy 

£e = value of £ when r — re 

£,„ = value of £ when r = r,„ 
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and we shall call this simple model and idealized Harvey 
nucleus. In terms of the dimensionless radius r = R/R0, one 
can write equation (1) as 

S(/\a) = 

1 

n-\ 
</•<« 

(2) 

Evidently equations (1) and (2) reduce to S(r, a) = a as n — 1 so 
that the nucleus is a spherical bubble in this case. It is im
portant that the spherical bubble be included in the present 
nucleus model because in water tunnel experiments and in 
other situations involving flowing water, spherical 
microbubbles will be present and they can act as cavitation 
nuclei. 

Threshold Criterion for Gaseous Growth 

Since the following analysis is concerned only with the 
conditions under which gaseous growth is possible, it would 
seem to be a reasonable approximation to neglect the con-
vective effects of any water flow around a fixed or moving 
bubble because the growing vapor bubble moves with the 
boundary layer and rectilinear convective velocities about the 
bubble will tend to be small and the time will be a few 
milliseconds or less. We shall treat the process as though there 
is no relative motion of the water with respect to the bubble. 
Moreover, at the risk of introducing further error, we will also 
suppose that all convective effects due to radial bubble growth 
can be neglected even when very rapid changes, such as those 
occuring in vaporous growth, take place. Our interest centers 
on the simplest possible threshold conditions which are 
favorable to gaseous growth and we shall follow Epstein and 
Plesset [7] by taking the threshold to be determined by 

C , - C = 0 (3) 

where C, is the measured concentration of dissolved air in the 
water and C is the saturation concentration of air in the water 
at the bubble wall. The saturation concentration is given by 

\C = p(R) (4) 

where p(R) is the partial pressure of air inside the bubble as 
influenced by surface tension and other effects of bubble 
radius, and X is the constant of proportionality in Henry's law 
[8]. If C>Ch the bubble will dissolve and if C<Q, the 
bubble will grow. 

Conditions Favorable For Gaseous Growth Initiation 

In the following, it is assumed that as the nucleus moves in 
the boundary layer, a period of vaporous growth precedes the 
gaseous growth. Vaporous growth occurs from the time that 
the bubble first encounters a static pressure less that vapor 
pressure and continues until the laminar separation bubble is 
reached [1, 2]. It is also supposed that this vapor bubble 
reaches a maximum radius R„, at the time it arrives in the 
laminar separation bubble. We shall study the effect of these 
bubble motions on the conditions for air diffusion under the 
assumptions noted in the preceding paragraph, and one 
purpose of the analysis is to see whether or not this assump
tion is reasonable because the period of vaporous growth has 
never been observed directly. We can only infer its existence 
indirectly [1, 2]. Indeed, since this process has not been ob
served, we can only speculate upon the details by which the 
vapor bubble penetrates the laminar separation bubble. The 
fact is that only those nuclei which are in the laminar 
boundary layer, where the pressures are necessarily the lowest 

pressures in the flow, participate in the process. Therefore, it 
seems plausible to suppose that the laminar free-shear layer, 
which separates the laminar bubble from other regions in the 
flow, will pose no barrier to the penetration of the vapor 
bubble into the laminar bubble. Another possibility for 
penetration of vapor bubbles might originate in the turbulent 
reattachment region. Some cavitation bubbles from this 
mixing zone could be pushed into a region of reversed flow 
inside the laminar separation zone and then move forward by 
convection to become fixed at a point inside the laminar 
bubble where gaseous growth is observed. No experimental 
evidence supports this speculation about this process. If left to 
itself, a typical vapor bubble will collapse once it reaches the 
laminar separation bubble because the pressures there will 
exceed the vapor pressure. Therefore, the maximum vapor 
bubble radius will often occur when the cavitation bubble is in 
the laminar separation zone, where the bubbles are observed 
to be at rest with respect to the body and growth by air dif
fusion appears to take place [1,2]. 

Thus we can write the equation of motion [9] for isothermal 
bubble growth in the laminar boundary layer at the point of 
laminar separation as 

RR+ — R2 = — 
2 

- \Pv 
p v 

+Pa(R0/R)3 

2S(R,a)/R-~p0-Cp pVo2) (5) 

where 

Pv 
Pa 
Po 

C„ 

Vn 

vapor pressure, 
air pressure in the free stream nucleus of radius R0, 
free stream static pressure, 
pressure coefficient in the laminar separation 
bubble, 
density of water, and 
free stream velocity. 

In a sense, equation (5) is a hybrid equation. It is designed to 
bridge the gap between the period of vaporous growth when 
no appreciable air diffusion is assumed to occur and the 
subsequent phase of gaseous growth which takes place when 
the cavitation bubble assumes a fixed position in the laminar 
separation zone. It is possible for the cavitation bubble to 
enter the laminar bubble before it has reached its maximum 
radius so that some short period would be necessary to allow 
the bubble to attain its maximum radius by vaporous growth 
before gaseous diffusion can become well established. Our 
task is to use equation (5) in order to ascertain which part of 
the vaporous growth phase puts the bubble in the most 
favorable condition to accept gaseous growth and after that, 
to determine what condition is most demanding if subsequent 
air diffusion is to continue. 

Next we can introduce the cavitation number 

K = (p0-Pv)/^-pVa
1 

(6) 

which makes it convenient to group the term in (5) involving 
Cp with p0 and pv in order to express the combination in the 
form 

-(K+CPs)^pV0
2 

Then if we let R = rR0 and introduce the dimensionless time, 
T, by defining 

r2 = t2(2o/pR0
3) (7) 

where \/pRQ
}/28 is a characteristic time scale for motions of a 

bubble of radius R0. Therefore, we can write equation (5) in 
dimensionless form as 
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d2r 

'dr2 (£V = y/ri n-\ -0 (8) 

In equation (8), the air content parameter is y=paR0/2a, and 
P=(K+CPs)/Ca with C„ = 4a/R0pV0

2.2 The quantity /3 
characterizes the static pressure experienced by the vapor 
bubble which tends to cause its collapse after it has passed 
through the region of lower pressures which promote 
vaporous growth in the first place. Experiments reported by 
Holl and Carroll [10] have shown that if we take this static 
pressure to be the pressure at the laminar separation point, we 
canputC P i = - 0 . 6 3 . 

Suppose that we designate the partial pressure of air in the 
isothermal bubble at any instant by pg. Then we can rewrite 
equation (5) as 

p[RR + 3R2/2] = pg -2S(R, a)/R 

-(K+CPs)pV0
2/2 (5a) 

But the saturation concentration of dissolved air in the water 
at the isothermal bubble surface will be 

pg = \C 

in accordance with equation (4) and where p(R) = pg if 
saturation were to exist. The actual concentration of dissolved 
air initially present at this point is given by 

Pa = XC; 

Therefore we can form the concentration difference defined in 
equation (3), which with the help of equation (5a), becomes 

\(C, -Q=pa- 2S(R, a)/R -(K+ CPs )p V0
 2 /2 

-(RR + 3R2/2)>0 (9) 

for gaseous growth to be possible. In accordance with 
equation (3), the threshold condition is given by the equality 
on the far right-hand side of equation (9). 

It is convenient to introduce the dimensionless quantities 
exhibited previously in equations (6-8). In addition, we can 
write the dimensionless radial velocity of the bubble wall as 

v = dr/dr (10) 

and the dimensionless radial acceleration of the bubble wall as 

a = -d2r/dr2 (11) 

In equation (11), the minus sign is introduced in order to 
account for the fact that in the neighborhood of the maximum 
radius r,„ when v(rm) = 0, the acceleration is necessarily 
negative so that a is the magnitude of the radial acceleration in 
this case.3 Moreover, we will see later that our interest centers 
on those cases in which r > n in equation (9). Therefore we 
can express the critical threshold condition in equation (9) in 
dimensionless form as 

1 
7 (3 + ra-3y2/2 = 0 

r 

which can be rearranged as the quadratic 

r2 + [(y-/3-3v2/2)a]r~ = 0 (12) 

Note that Ca = 4/We where We is the Weber number based on nucleus 
radius as defined in the Nomenclature. 

Referring to the well-known derivation of equation (5a), we recall that the 
instantaneous pressure in the liquid at the bubble wall is related to 
p[RR + 3R /2] , where the quantity in brackets is the instantaneous fluid ac
celeration at the wall. In terms of the dimensionless bubble wall quantities a and 
v, the dimensionless fluid acceleration at the bubble wall is -ra + 'iv2 /2. Thus 
an increase in a decreases the pressure in the fluid, while an increase in v in
creases the pressure. 

The critical radius obtained from equation (12) is 

y-j3~-3v2/2 ' 

2a (-'•J' 
4a 

(y-P-3v2/2): ) (13) 

where we take the positive square root and assume that 

y-/3-3v2/2 > 0 

in order that r > 0. Moreover, if 4a/(y~ (3-3v2/2)2 < < 1 
we can expand the radical in equation (13) and get 

1 a 

7- /3 -3UV2 ( 7 - / 3 - 3 y 2 / 2 ) 3 

2a2 

If r exceeds the critical radius given by equations (13) or 
(13ff), gaseous bubble growth will start. The examination of 
equation (13a) leads us to make two comparisons involving 
three values of the critical radius assuming a < < 1. In the 
first, we compare the critical radius when r = r,„ and v = 0 
with the value of r at neighboring points at which v ^ 0. 
Evidently the radius r will be larger when v ^ 0 than it will be 
if v = 0. Therefore we may conclude that air diffusion is more 
likely to start when r = rm than will be the case at neighboring 
points. The physical reason for this rests with the distinction 
between the bubble wall acceleration and the bubble wall 
velocity, and the acceleration of the fluid at the bubble wall as 
explained previously. As we have seen, the inertia of the water 
around the bubble causes the bubble wall velocity to increase 
the instantaneous pressure in the fluid at the bubble wall. But 
if the pressure increases, the saturation concentration of 
dissolved air is increased at the bubble wall and, as a result, 
air diffusion from the liquid into the bubble wall becomes 
more difficult than it would be if v = 0. In the second, once 
the vapor bubble has assumed a fixed position in the laminar 
separation bubble, the radial acceleration and velocity of the 
bubble wall can be neglected altogether compared to their 
values when equation (8) applies. Accordingly, the critical 
radius for subsequent gaseous growth is given by 

rc = -a ,rc>n (14) 
7- /3 

and this radius will be larger than the critical radius at r = rm, 
and with radial accelerations in the water. Therefore, if 
equation (14) is taken as the critical condition, the condition 
when r = rm, namely: 

will certainly be satisfied. For this reason, we shall regard 
equation (14) as the defining condition for subsequent 
gaseous growth after vaporous growth ceases when r = r,„. 
For the moment, if we rule out the possibility of explosive 
growth, we note from equations (13) and (14) with /3 < 0, 
corresponding to K < - Cp , that r > 0 even if the air content 
parameter vanishes. This can certainly not be said if (3 > 0. 
Therefore we might expect to observe subsequent gaseous 
growth at cavitation numbers corresponding to /3 > 0, 
although if the air content is low enough, it would be possible 
for a vapor bubble to start gaseous growth at r = r,„ and then 
because rm < rc this bubble might subsequently dissolve. 

We recall that equation (14) gives the critical radius of 
subsequent gaseous growth after vaporous growth and that rc 

is not necessarily the same as the equilibrium radius of an 
isothermal bubble. Since equation (14) applies only to those 
cases for which rc > n, we consider the other case in which 1 
< rc < n. The corresponding relationship for the critical 
radius is 
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Fig. 2 Critical parameters for initiation of subsequent gaseous growth 
in the laminar separation bubble 

rc = , 1 </• , .< n (15) 
l - ( / l - l ) ( 7 - 0 ) ' ' 

At a prescribed value of n, the critical curve in a T versus rc 

plane is a composite from equations (14) and (15) and the 
peak value at rc = n will be at a sharp corner. Figure 2 shows 
plots of F = 7 - /3 versus rc for this composite critical curve 
with several values of n. Except for n = 1, this figure shows 
for values of -y-fi less than \/n, that two values of rc are 
possible. In references [11] and [12], it is argued that the 
larger value provides for the initiation of gaseous growth, and 
not the smaller value to the left of rc = n. Therefore, if 
gaseous growth is to take place at values of T < \/n, one 
should select that value of /•„, > rc to the right of rm — n but 
within the limit established by the height of the laminar 
separation bubble. 

Measurements of the maximum height of the laminar 
separation bubble have been reported by Arakeri [3] and Van 
der Meulen [6]. Data from these sources are shown in Fig. 3. 
An analytical approximation to the observed trend is given by 

H/D = I l l /Re 0 (16) 

where 

H = Maximum height of the laminar separation bubble, 
D = headform diameter, and 

Re = Reynolds number based on headform diameter. 

The Reynolds numbers marked in Fig. 2 show values of r,„ 
obtained from (16) by assuming that 2Rm = H/2 for a 2 in. 
(0.0508 m) dia headform with the added assumptions that the 
nucleus size R0 is 2 microns and the temperature of the water 
is21.1°C. 

The Flaccid Bubble 

There can be changes of nucleus size which may take place 
without any vaporous growth. At sufficiently high cavitation 
numbers, the nucleus can still travel in the boundary layer 
until it becomes stabilized in the separation zone on the body 
without experiencing vaporous growth. As in the example of a 
flaccid balloon, the size of the bubble would change by 
progressing through a succession of equilibrium ther
modynamic states as it passes through regions of changing 
external pressure. It is assumed that these equilibrium size 
changes occur without appreciable air diffusion because there 
is insufficient time for such a comparatively slow process to 
take place. Under the isothermal assumption, the equilibrium 
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Fig. 3 The ratio of maximum height of laminar separation bubble to 
headform diameter, HID, as a function of Reynolds number. Plotted 
points are taken from references [3] and [6]. 

size of interest here is that size which would be obtained in the 
separation bubble. 

The essential relationship which governs the equilibrium 
size change of an isothermal bubble is 

paR0
i=PgR

i (17) 

where pa is the partial pressure of air in the free stream 
nucleus and pg is the partial pressure of air in the bubble when 
it is fixed at a point in the laminar separation zone. In the 
separation zone, the balance of pressures on the bubble wall is 

, S(R, a) 
Pg+Pv=2—^— +ps 

Equations (17) and (18) can be combined to give 

33 PaRo3 = (ps-Pu+^)R3 

(18) 

(19) 

Upon introducing the dimensionless quantities, r, (3, and y as 
incorporated in equation (8), we find 

r r 
Thus, the new radius is given by 

-2 

(20) 

( " - 1 ) 7 
l + ( n - l ) / 3 l+ ( r t - l ) / 3 

1 -v 
/•3 + — r2 - — = 0 

0 P 

= 0 r<n 

r>n 
(21) 

The equilibrium radius, re, is found from these cubics as the 
smaller real root for which re > 1. If this radius is less than rc 

from equation (14) when rc > n, the bubble will dissolve. 
Otherwise, subsequent diffusive growth is possible. In order 
to investigate the conditions leading to diffusive growth when 
re > n, let us rewrite the second of equations (21) as 

V7 / / V7 ^ 2 

(3V7 = ( (£ ) - ) •" <re<rh (22) 

where rb denotes the limiting value of r,„ derived from the 
laminar separation bubble height of equation (16). In terms of 
normalized variables /3V7 and (re/\fy), equation (22) defines a 
single curve. When this equation is satisfied, since re and 7 are 
positive and 7 < re

2 in most instances, we see that this flaccid 
bubble result can give negative values of /3 although /3 > 0 if 
re

2 s 7. 
Equation (22) contrasts with the form of equation (14) in 

which rc > n; namely, 

(3 = 7 - - (14) 
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As long as 7 - /3 > 0 in equation (14), rc will be positive and 
/3 can have positive or negative values. Moreover, /3 will be 
positive as long as rc > 1/7. But the flaccid bubble equation 
(22) can be rewritten as 

and from (14) 

i8+ — =7 

In a particular flow, these equations will apply for identical 
values of R0, V0, 7, and so forth. But the values of /3 will be 
different in these two cases. Designate them by ft and ft., 
respectively. We have argued earlier that the cavitation 
number Kc, corresponding to rc, will be associated with a 
previous history of vaporous bubble growth even though 
equation (14) defines rc as the critical radius with respect to 
air diffusion. Of course, rc may not be the same as the 
maximum radius r,„ actually achieved after vaporous growth. 
The equilibrium radius re for the flaccid bubble is not 
associated with vaporous growth and the cavitation number 
Ke will be greater than Kc. Therefore, ft > ft. as can be seen 
from the definition of /3 following equation (8). 

In order to illustrate the implications of this state of af
fairs, Fig. 4 presents a plot of (3\fy versus £ = r/\fy of 
equations (14) and (22). As noted previously the equilibrium 
condition for a spherical flaccid bubble, equation (22) with 
n=\, is represented by a single curve in this plot. Equation 
(14), also for n = \, appears as a one-parameter family of 
curves which depends upon yi/2. For negative values of ft, we 
expect the root of interest for the flaccid bubble to be along 
the dashed part of the curve in Fig. 4 corresponding to re > 1. 
Nonetheless, we will consider radii on either side of r=\. 
Figure 4 shows two members of the family of critical curves 
intersecting the equilibrium curve. 

If we select an air content 7, we can draw a vertical line at a 
prescribed value of £ to the right of the intersection of the 
equilibrium curve and the prescribed critical curve. In this 
case, the veritcal will cut the critical curve at /3 V7 and it cuts 
the equilibrium curve at ftV-y with ft. > ft in contradiction 
with the inequality noted earlier. The physical implication of 
this finding is that since Ke < Kc and we have associated Kc 

with vaporous growth, it is not possible for a flaccid bubble to 
survive a passage through the low pressure region on the 
headform upstream of the separation zone without vaporous 
growth. Thus, we see that if rc = re and corresponding to the 
class of larger radii, this value lies to the right of the in
tersection. Then a flaccid bubble cannot reach the laminar 
separation zone and experience subsequent gaseous growth. 

On the other hand, suppose we imagine a horizontal line 
drawn through the point (£e, ftv^y) defined by the intersection 
of the vertical line with the equilibrium curve as previously 
noted. This horizontal line will cut the critical curve at a point 
at which rc < re and gaseous growth of a flaccid bubble 
would certainly be possible except for the fact that in this case 
when ft = ft, the cavitation number is less than the onset 
cavitation number and the flaccid bubble would experience 
vaporous growth. If we consider a horizontal line through the 
point (£c> ft-Vy) defined by the intersection of the vertical line 
above with the critical curve, we find that this upper 
horizontal cuts the equilibrium curve at a value of £e such that 
re < rc. In this case, a flaccid bubble would dissolve even if it 
could reach the laminar bubble without first experiencing 
vaporous growth. Evidently, if the vertical reference line is to 
the right of the intersection, it is generally true that a flaccid 
bubble cannot settle in the separation bubble, experience 
subsequent gaseous growth, and thereby cause the onset of 
cavitation. 

p/7 0 
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Fig. 4 Comparison of flaccid bubble and critical bubble radii in the 
laminar separation zone 

Turning next to a reference line to the left of the in
tersection, we see that this line will cut the equilibrium and 
critical curves at points corresponding to Ke > Kc and since 
Kc corresponds to cavitation onset, cavitation will not occur 
at Ke even though the flaccid bubble might experience gaseous 
growth in the laminar separation zone. A lower horizontal 
line through the intersection of this new reference vertical 
with the critical curve leads to two possible values for the 
flaccid bubble which have re > rc and gaseous growth is 
possible. But once again, such a flaccid bubble would be 
interrupted in its passage to the laminar separation zone by 
vaporous growth. Along the upper horizontal, we find re < rc 

and the flaccid bubble will dissolve. 
We conclude therefore that flaccid bubbles which drift into 

the laminar bubble will not lead to incipient (or desinent) 
cavitation. Either they will dissolve or they will experience 
vaporous growth before reaching the laminar separation 
zone. 

Conclusions 

It appears that when there is a laminar separation bubble on 
a hemispherical headform, the separation zone can provide a 
favorable environment for the initiation of gaseous growth of 
cavitation bubbles. From a comparison of a flaccid bubble 
and other possibilities, we have also found that gaseous 
growth of a typical microbubble must be preceded by a period 
of vaporous growth which starts in the low pressure region 
upstream of the laminar separation zone. In this study, we 
have neglected all convective effects, including those of 
bubble-wall motion, on conditions favorable for the start of 
air diffusion. We have found that the most favorable con
dition for gaseous growth occurs at the time when a bubble 
undergoing vaporous growth just reaches its maximum radius 
when it reaches the laminar separation zone. Therefore, the 
probability of microbubble stabilization at a fixed point in the 
laminar separation zone would be highest at this instant. The 
conditions for the start of subsequent gaseous growth, once 
the vapor bubble has become fixed on the body, are somewhat 
more demanding. Nevertheless, it is found that the liquid in 
the water surrounding the bubble in the separation zone is 
definitely supersaturated for most flows of experimental or 
practical interest. Therefore, gaseous growth is most likely to 
occur once the vapor bubble is in the separation zone provided 
the dissolved air concentration of the water is sufficient to 
support air diffusion into the bubble. 
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D I S C U S S I O N 

V. H. Arakeri1 

The paper is a very significant contribution to our un
derstanding of the basic mechanism of cavitation inception in 
the presence of separated flows. The role of viscous effects in 
the process of nucleation leading to inception is clearly 
brought out. 

It would be helpful to the readers if the author would 
clarify the following observations: 

(i) The author has stated that the laminar free-shear layer 
will pose no barrier to the penetration of the vapour bubble 
into the separated region. However, it is not clear exactly 
what mechanism and in particular the source of lateral force 
which would drive the bubble once in the free-shear layer into 
the separated region. It would appear that the dominant 
mechanism for the penetration of vapour bubbles into the 
separated region would be through the reattachment region. 

(ii) It is also stated by the author that the presence of un
steady pressures would not necessarily mean that rectified 
diffusion could be an important mechanism for bubble 
growth in particular with respect to threshold condition. 
However, Flynn [1] for example has pointed out that the 
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threshold condition for cavitation inception is influenced by 
rectified diffusion. It would be helpful if the author 
elaborates on the explanation provided by him with respect to 
rectified diffusion. 

(iii) It is well known that for a given tension in the liquid 
there is a critical radius Rcr such that nuclei with R0 > Ra. 
would grow vapoursly whereas nuclei with R0 < Rcr will not 
grow. The author has presented possibility of vapour growth 
of a bubble of R0 = 2 fim. Under normal surface tension law 
this bubble would have to be subjected to a tension of the 
order of 1 bar before any vapourous growth is possible. This 
tension certainly does not exist on the hemispherical nose at 
incipient conditions and the growth is made possible only by 
the introduction of modified surface tension law by Professor 
Parkin. However, once growth begins the modified surface 
tension law approaches the normal law and then the concept 
of critical radius still should be valid. Therefore, would the 
author like to comment on the concept of critical radius with 
the modified surface tension law. 

Finally the author is to be congratulated on this excellent 
contribution. 

Additional References 
1 Flynn, H. G., "Physics of Acoustical Cavitation in Liquids," Physical 

Acoustics, ed. W. P. Mason, Vol IB, Academic, 1964, (see Fig. 23 on p. 122). 

Author's Closure 

The author thanks Professor Arakeri for his interest in the 
present paper and for his questions which certainly require 
further discussion. We will try to answer these questions in the 
order posed by Dr. Arakeri. 

(i) We agree that the paper advances no postulate to explain 
how a nucleus might penetrate the free shear layer in order to 
become stabilized at a fixed point in the laminar separation 
bubble. We can make two observations concerning this point. 
The first is that the free shear layer is a slowly moving region 
of the fluid, having just left a stagnation point at the 
separation point on the body. The fluid on either side of the 
free streamline will have somewhat higher velocities and the 
fluid in the laminar bubble recirculates. The second is that this 
eddy inside the laminar bubble probably has its lowest 
pressure at its center with the pressure gradient being positive 
as one moves away from the center and through the shear 
layer beyond. Although this is a weak gradient we would 
guess that this slight suction force could cause some free-
stream nuclei in the boundary layer to penetrate the laminar 
separation bubble. The verification of this speculation 
remains for future investigations, although the curvature of 
the streamlines in this flow region suggests that it could be 
true. 

Since there is recirculation in the laminar bubble, it is 
possible for bits of foam (microbubbles, that is) to move 
upstream into the laminar bubble, but we have not actually 
observed this process to result from bubble ring cavitation. 
My own experience to data suggests that most nuclei, being 
free-stream nuclei, move downstream into the laminar 
bubble, although we have observed a few cases in which larger 
nuclei failed to enter the laminar bubbles and quickly moved 
on downstream [1]. Further experimental evidence on these 
points would be welcome. 

(ii) The unsteady pressures considered by Dr. Arakeri are 
probably those to be found in the reattachment region where 
macroscopic bubble-ring cavitation is observed. Perhaps such 
unsteadiness is less pronounced upstream of the laminar 
separation bubble where we neglect rectified diffusion. 

Once the nucleus comes to rest in the laminar bubble ahead 
of the reattachment region, rectified diffusion could be 
possible if the bubbles oscillate radially. However, such 
photographic records as I have analyzed [1] seem to show 
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tension law approaches the normal law and then the concept 
of critical radius still should be valid. Therefore, would the 
author like to comment on the concept of critical radius with 
the modified surface tension law. 

Finally the author is to be congratulated on this excellent 
contribution. 

Additional References 
1 Flynn, H. G., "Physics of Acoustical Cavitation in Liquids," Physical 

Acoustics, ed. W. P. Mason, Vol IB, Academic, 1964, (see Fig. 23 on p. 122). 

Author's Closure 

The author thanks Professor Arakeri for his interest in the 
present paper and for his questions which certainly require 
further discussion. We will try to answer these questions in the 
order posed by Dr. Arakeri. 

(i) We agree that the paper advances no postulate to explain 
how a nucleus might penetrate the free shear layer in order to 
become stabilized at a fixed point in the laminar separation 
bubble. We can make two observations concerning this point. 
The first is that the free shear layer is a slowly moving region 
of the fluid, having just left a stagnation point at the 
separation point on the body. The fluid on either side of the 
free streamline will have somewhat higher velocities and the 
fluid in the laminar bubble recirculates. The second is that this 
eddy inside the laminar bubble probably has its lowest 
pressure at its center with the pressure gradient being positive 
as one moves away from the center and through the shear 
layer beyond. Although this is a weak gradient we would 
guess that this slight suction force could cause some free-
stream nuclei in the boundary layer to penetrate the laminar 
separation bubble. The verification of this speculation 
remains for future investigations, although the curvature of 
the streamlines in this flow region suggests that it could be 
true. 

Since there is recirculation in the laminar bubble, it is 
possible for bits of foam (microbubbles, that is) to move 
upstream into the laminar bubble, but we have not actually 
observed this process to result from bubble ring cavitation. 
My own experience to data suggests that most nuclei, being 
free-stream nuclei, move downstream into the laminar 
bubble, although we have observed a few cases in which larger 
nuclei failed to enter the laminar bubbles and quickly moved 
on downstream [1]. Further experimental evidence on these 
points would be welcome. 

(ii) The unsteady pressures considered by Dr. Arakeri are 
probably those to be found in the reattachment region where 
macroscopic bubble-ring cavitation is observed. Perhaps such 
unsteadiness is less pronounced upstream of the laminar 
separation bubble where we neglect rectified diffusion. 

Once the nucleus comes to rest in the laminar bubble ahead 
of the reattachment region, rectified diffusion could be 
possible if the bubbles oscillate radially. However, such 
photographic records as I have analyzed [1] seem to show 
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smoothly growing microbubbles fixed at a point in the 
laminar bubble. If radial oscillations of these bubbles took 
place, we can only say that the resolution of the high-speed 
photographs did not permit the detection of such oscillations. 
Therefore, we do not know whether Flynn's discussion of 
rectified diffusion, as cited by Professor Arakeri, is ap
plicable or not. Moreover, even if oscillations are neglected, 
we find that conditions favorable for air diffusion exist when 
bubble-ring cavitation is present. We agree that the possibility 
of rectified diffusion would enhance the favorable en
vironment for air diffusion. 

My own thoughts which are reflected in the last paragragh 
of Section III-B, page 123 of Flynn, lead me to believe that 
rectified diffusion is not important for transient microbubbles 
in the region of the boundary layer ahead of the laminar 
bubble. 

(iii) Liquid tensions do not exist in the laminar bubble 
upstream of the reattachment region, as Professor Arakeri 
states. And for that reason, vaporous growth is not con
sidered by microbubbles in the laminar separation bubble. 
However, during bubble-ring cavitation, static pressures less 
than vapor pressure have been observed on the body in the 
neighborhood of the minimum pressure point [2]. In this 
region of the boundary layer flow, we have calculated 
vaporous growth for stable nuclei and spherical bubbles and 
we find that the surface tension law is important chiefly 
because it permits growth from bubbles having smaller 
"initial radii" than would be the case for spherical 
microbubbles [11]. Unfortunately, these additional 
calculations could not be included in the present paper, but 
they are discussed in subsequent publications which are now 
in press. 
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Prediction of Gaseous Cavitation 
Occurrence in Various Liquids 
Based on Two-Phase Flow 
Analogy 
An analytical method for predicting the cavitation occurrence is developed applying 
an analogy with the choking condition of two-phase flow. The effects of the 
presence of inert gas and thermodynamic depression on the inception of cavitation 
are estimated in various liquids such as water, freon, hydrogen, and sodium. It is 
clearly shown that the thermodynamic effects are remarkable in the case of low flow 
velocity in fluids with small Spraker's B-factor ( <1.0m~'). Also, the predicted 
values show reasonable agreement with some experimental data. 

Introduction 
Recently, cavitation occurrence in high speed flow of 

various liquids is of considerable and increasing importance 
in many fields, especially the design and development of the 
sodium-cooled fast-breeder reactors in nuclear power 
engineering and the cryogenic liquid pumps in aerospace 
engineering. 

In the present situation, it would be desirable to establish 
the theoretical methods for predicting the cavitation oc
currence in various liquids because of difficulty of the 
cavitation tests in such liquids and scarcity of the ex
perimental data. Since each liquid behaves differently in 
cavitation process owing to its particular thermodynamic 
properties, the predicting methods must be theoretically 
studied taking into account liquid properties and flow con
dition. 

There are many reports about the thermodynamic effects 
on cavitation phenomena [1-11]. First, Stepanoff proposed 
the .B-factor method to explain the thermodynamic effects on 
the cavitation characteristics in pumps handling various 
liquids other than water [1]. The B-factor theory has been 
developed by several researchers [2-4], Also, an entrainment 
theory was proposed by HoU, et al. [5], However, these 
methods are mainly applicable to the states of fully developed 
cavitation. 

On the other hand, there are a few analyses of the ther
modynamic effects on cavitation inception from the 
viewpoint of the bubble dynamics [6-8]. However, the 
calculated values of the incipient (or desinent) cavitation 
sigma based on the bubble dynamics have not explained well 
the experimental results in water at various temperatures [8]. 

Another way of cavitation prediction is an approach from 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting at the 
International Symposium on Cavitation Inception, New York, N.Y., December 
2-7, 1979. Manuscript received by the Fluids Engineering Division, February 
11,1980. 

an analogy with two-phase bubble flow phenomena. There 
are several studies for the predictions of the cavitating states 
and the cavitation characteristics of pumps based on the 
analogy with the two-phase choked flow condition [2, 9-11]. 

However, in these analyses, the volume of gas phase is 
estimated as the vapor volume produced by cavitation and 
only the fully developed cavity flow is considered. 

It is well known that the inert gas contained in the flowing 
liquid plays an important role in the inception of cavitation, 
especially in gaseous cavitation occurrence in which the ex
pansion of noncondensible gas becomes more important than 
the vaporization of liquid in contrast to vaporous cavitation. 

It is, therefore, very important to study the thermodynamic 
effects in the liquid state including a noncondensable gas for 
the prediction of cavitation inception in various liquids. 

Authors have already proposed one method for predicting 
the incipient condition of the gaseous cavitation by analogy 
with the local choked flow condition of homogeneous bubble 
mixture without consideration of the thermodynamic effects 
[12,13]. 

It is, therefore, the purpose of the present paper to develop 
the predicting method taking into account the effects of the 
thermodynamic depression on the cavitation sigma for 
various liquids. 

Analysis of Criterion for Cavitation Occurrence 

Sonic Velocity in Bubble Mixture. The flowing fluid must 
be regarded as a mixture composed of liquid, its vapor and 
foreign gas (or inert gas) nuclei when it passes through lower 
pressure region where gaseous cavitation occurs. As stated in 
the previous paper [12], the local critical condition in two-
phase flow is adopted as a criterion of cavitation occurrence. 

It is assumed that the two-phase flow considered here is 
adiabatic, steady, homogeneous (no slip), frictionless, and 
irrotational. The gas phase is also assumed to be thermal 
equilibrium with the liquid phase and consists of many tiny 
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bubbles of the same equivalent radius R which contain both 
the vapor and noncondensable gas. 

Then, the basic equations (i.e., the continuity, momentum, 
and energy equations) for a control volume of fluid can be 
written as follows: 

d(pTV)=0 (1) 

dp,+d(pTV2) = 0 (2) 

dhT + d(^)=0 (3) 

where V= velocity, p = pressure, h = enthalpy, p r = apparent 
density of bubble mixture. Denoting the void fraction by 
a = ag + av, the density pT at pressure pare expressed as: 

PT (P) = P„ (P)a„ (P) + Pg (P)ag (p)-t-p,(1 - a ( p ) } (4) 

also, the subscripts g, /, and v refer to the noncondensable 
gas, liquid and vapor, respectively, and also T expresses the 
state of two-phase mixture. 

Neglecting the inertia force term in equation of a single 
bubble motion, the following pressure balance equation is 
obtained. 

2 7 
(5) 

where/?, = internal pressure of bubble 
7 = surface tension 

It is, further, assumed that the gas and the vapor obey an 
ideal gas law, i.e., 

P, (Pi): Pi 

R„T ,pg (Pi ) • R,T 
(6) 

where Rv and Rg are gas constants of vapor and gas, 
respectively. 

Applying the Dalton law to the mixed gas in the bubble, 

Pi =Pg +Pv 0) 
and 

a (Pi) = a (Pi) + av (p, )=av(p„)= ag (pg) (8) 

where pv and pg are the partial pressure of vapor and non
condensable gas, respectively. 

Now, considering the vaporization process of the liquid by 
pressure decrease from saturated state similar to Spraker's 
analysis [3], the following relation is obtained from equations 
(D-(3). 

"-pT 

( dT\ 
+ \dxv=pT

]dpi 

where 

CpT = Cp,(l -X) +CpgXg +CpuX„ 

specific heat of two-phase mixture 

X = Xg+Xv = {al)pv+agpg)/{(.l-a)p, + avp„ + aBpg 

:quality of gas phase 

(9) 

(10) 

(11) 

and 
X = latent heat of vaporization 

Also, in the case of adiabatic and equilibrium process of 
two-phase flow, the following equation of state of non
condensable gas is obtained with the assumption of no gas 
solubility (dxg/dp, = 0) [14]. 

3n _ „ „ „ , , , „ , „ _ „ -(Rf/R)3" (12) pgpg "' = const or pg-
where 

- x)cpt xcpg+(\ 

xc„e+(l-x)c„ 

Pgrcf I 

: polytropic index (13) 
<-vg • V ^l<-pl 

and cp, c„ are specific heat at constant pressure and constant 
volume, respectively and also, ref means the reference state. 

It is clear from equation (13) that the polytropic index n 
approaches 1.0 when x is very small. 

Considering the liquid state near the condition of cavitation 
inception, the quality of gas phase x is very small and then the 
assumption of « = 1.0 is reasonably accepted. 

Then, equation (5) can be written by 

P,=Pv+Pg-(p-)(-£s-Y'i =f{pv,Pg) (14) 

Using the relations of dp//dp„ = l, dxv/dpg=0 and 
dT/dpg = 0 with n = 1.0, equation (9) reduces to 

, dxv , dxv . ( dT dpv dT dp„ 
A = \ = P 7 . ' _ c r _ - — ' 

dpi dpv
 F t dpv dp, 

= PT ~~CpT 

I dPg dp 

dT 

;] 

dPv 
(9)' 

Equation (4) can be written as 

PT(PI)=PV (Pi) «, (P„) + f Pg (Pi) - Pv (Pi) ! ug (Pi) 

+ p , ( l - a „ ( p „ ) ) (4)' 

From equation (4)', sonic velocity C in a bubble mixture at 
liquid pressurep, is obtained as follows: 

dp j / UfJT 

V dp, y lPv(Pi) -Pi 

+ {pg(pi)-p„(pi) 

doty (PV ) 

dp, 

doig (Pi) 

'dy (Pi) 

R„ 

dp, 

ag (pi) \ \_ dp/ 

) T\ R. dp, 
(15) 

Further, the term of dav{p„)ldp, in equation (15) is ex
pressed as follows: 

d\pv+Pg ) 
dau(pu) J V RJ] " ' J(d<x(p„)\ ~] 

(- rln in \ J (~\ dn„ ) dp, dau (pv) 

dPs . 2 T 

V dr r2RreJ daAp.) J 
(16) 

N o m e n c l a t u r e 

B = 
C = 

CP = 
g = 
h = 
K = 
P = 

Pi = 

R = 

Spraker's B-factor, m ~' 
sonic velocity, m/s 
specific heat, J/(kg-K) 
acceleration of gravity, m/s2 

enthalpy, J/kg 

0ref/Vef 
pressure, kPa 
total pressure in Dalton's law, 
kPa 
bubble radius, m, or gas 
constant, J/(kg«K) 
R/RTef 

T = absolute temperature, K 
v — specific volume, m3 /kg 
V = velocity, m/s 
x = quality 
a = void fraction of gas phase 
0 = a / ( l - a ) 
7 = surface tension, N/m 
8 = specific volume ratio (vv/v,) 
X = latent heat of vaporization, 

J/kg 
p = density, kg/m3 

pT = apparent density of 

homogeneous bubble mixture, 
kg/m3 

critical cavitation number 

Subscripts 

8 
1 
s 
T 
V 

if 

= 
= 
= 
= 
= 
= 

gas 
liquid 
saturation condition 
two-phase mixture 
vapor 
reference condition 
state) 

(standard 
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The void fraction a is related to bubble radius R by 
c2-

1+/W3 

where 

13 = 
1 - a 

r = R/RreS 

(17) 

(18) 

\dp,J B(l-a„)2 

(Pe+K)2 

PK 6-—) 3i?pfi 

where 

and 
^= /3ref/Vef 

( p , + * ) 2 / 27 \ 
V 3RD„ ' 

C2-

(29) 

(30) 

(31) 

Using equations (5), (8), (12), and (17) with n=1.0 , the 
following relations are obtained. 

da 3/3ref/'
3 3af„ (p„ ) | l - a„ (p„ ) ) 

dr (l+/3 re fr
3)2 r 

c ^ = _ 3 ^ 

rfr r 

tfotg (p,-) _ cfag (p,-) dP± = _ ae (Pi) 11 - «E (Pi) i ffo 
dp, op, p, 

(19) 

(20) 

p,K \ 3Rpg 

Here, Cg is sonic velocity in two-phase mixture without 
vaporization and also, the factor g(32/KBvi(l-2y/3Rpg) 
expresses the thermodynamic effects on the sonic velocity. 

It is clear from equation (29) that the smaller the 5-factor 
is, the larger the thermodynamic effects become. 

Calculating Method of Critical Cavitation Number. If we 
define the cavitation inception1 in nozzle flow as the state at 
which the throat velocity in one dimensional flow reaches the 
sonic velocity (V=C) under pressure p , and void fraction a, 
the critical cavitation number a* is written as follows: 

, 2(P/ -ps) 

(21) Pi C
2 (32) 

dp i dpi 

(22) 

Then , equat ions (23) and (32) give the relation of a* to C. 
If equat ion (29) is used, the following simplified equat ion is 

derived. 
• - „ > 1 f 2a„g 2(ps-pv)+(8y/3R)} 

ff* = 2 a „ ( l - a „ ) - ^ [ C2 <-fi(l-a„) 
+ • 

Pi 

Finally, equat ion (15) can be written in the following form. (33) 

: [Pv (Pi ) 

dpv 

- « - ( 
av (Pi)Pv (Pi) + ag (Pi)pg (Pi)-ag(Pi)(l- ag (p,))(pAp,)-pv ( p , ) ) 

Pi -PV + 
4-y, 

~3R 

a(pi)(\-a(pi))pi 

a»(Pi)P»(Pi)+otg(Pi)p (Pi) 

1-1 J 3«J 

-dav(pv) a(Pi)(l-a(Pi)) Pi 

Xag(Pi)(l-

ipg(Pi)-pAPi) 

Pi 

otg(Pi)) (23) 

where 

dav (pv) 

dp„ 

da„ dx„ dav 

dpv dvv dp. 

1 T, . W 1 . , f l PTCPI dT^ 

Pi L C X X dp„) 

] 
<*v(\-av) (24) 

R„T 

and 8 = vv/V/: specific volume rat io (25) 

Subst i tut ing equat ion (24) into equat ion (23), the values of 
sonic velocity in the two-phase mixture in an arb i t ra ry 
p r e s su rep / can be determined. 

Now, in the case of small a, 

pTspl{\-a(p,)}=pl{\-av(pv)} (26) 

and with the assumptions of 5 > > 1 , cpT = cph 

p,cpi(dT/dpv)-l>>l a n d ( 5 - l ) ( p s - p „ ) / \ p , < l , the void 
fraction a„ (p„) is reduced to the approximate one derived by 
Spraker [3], i.e., 

«„ (Pv) = B (ps -pv) I [ B (ps - p „ ) - p,g 

where p s is sa tura t ion pressure and 

dT 

(27) 

LPI B= — 
V, X b(pjpig) 

Spraker ' s B- factor (28) 

If equations (26) and (27) are used, equation (23) can be 
approximated by 

Numerical Calculation and Discussion. Figure 1 shows the 
values of B-factor in various liquids such as sodium, oxygen, 
hydrogen, nitrogen, Freon 12, Freon 113, NaCl and CaCl2-
solutions and water. 

As stated before, if the fi-factor is large, the thermo
dynamic effects on the critical sigma a* are negligible. Hence, 
it may be estimated that the thermodynamic effects have 
relation to the choked flow condition (i.e., the incipient 
condition of gaseous cavitation) only in the fluids with small 
B-factor such as liquid hydrogen (20K), Freon 12(323 K), 
liquid oxygen, and liquid nitrogen at higher temperature 
(T-100K) . 

The Runge-Kutta-Gill method was employed in the 
numerical procedure for obtaining the p„ — a„ relation (24) 
and the sonic velocity C in an arbitrary liquid pressure p, is 
calculated from equation (23) without consideration of 
surface tension because the effects of surface tension on <J* 
are relatively small for/?ref >10~5 m (see Fig. 5). 

Figure 2 shows the relation of void fraction a to gas partial 
pressure pg and vapor pressure pv in the case of liquid 
hydrogen at 20 K. It is clear from this figure that in the initial 
stage with a small void fraction, the partial gas presure pg 

changes remarkably compared with the vapor pressure p„. 
Figure 3 shows the relation of critical cavitation sigma to 

flow velocity in liquid hydrogen, where the full line is 

1 Here, we do not consider about the difference between the incipient and the 
desinent cavitations. 
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Fig. 2 Relation of void fraction a to partial pressure pg and pv 

calculated from C-values of equation (23) and the broken line 
is from C=Cg. Hence, the differences between them mean the 
thermodynamic effects on cavitation occurrence. 

It can be seen from Fig. 3 that the thermodynamic effects 
are larger in the low flow velocity range. The almost similar 
tendency are found in the case of Freon 12 as shown in Fig. 4. 

On the other hand, it may be suggested that the effects of 
the thermal depression on a* are very small and the expansion 
of noncondensable gas plays an important role in the 
cavitation occurrence in the fluids with large 5-factor such as 
cold water and liquid sodium (T<773 K) and the flow in such 
liquids shows the two-phase flow characteristics with no 
evaporation [12]. 

Figure 5 shows the effect of initial bubble radius i?ref( = 
10_4 ~ 10 6m) on a* in the case of cold water (293 K) calcu
lated from equation (33). 

It is clear from this figure that the relation of critical 
cavitation number a* to flow velocity V changes largely with 
the initial bubble radius RKf, i.e., the condition of cavitation 
nuclei. It will further be suggested that when water includes 
relatively large nuclei such as i? r e f s l0 4 m~10~ 5 m which 
have been measured by several investigators, the effects of 
surface tension on the critical sigma a* are relatively small 
and, on the other hand, if water includes only small nuclei 
such as RreS = 10~6m, the a"-values decrease with decreasing 
flow velocity. 

\ \ 
W 

\ \ 
\ \ 
- V s 

;,ar,f=oo2 
\ <X»f=0.0l 

L - H , (20K) pef=IO0kPa 

Q" by Cg 

CT by Exactly Calculated.C 

y V / 1 " ' ™ 5 a,„=oo2 

04 

0.3 

b 0 2 

0.1 

0 20 40 60 

C m/s 

Fig. 3 Relation of critical cavitation sigma a" to flow velocity V(=C) in 
liquid hydrogen 

Fig. 4 Relation of critical cavitation sigma a* to flow velocity V(=C) in 
Freon 12 
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Fig. 5 Effect of surface tension on critical cavitation sigma in water 

Now, let us consider the validity of approximation em
ployed here. For example, if the void fraction of a = 0.1 is 
assumed in the case of Freon 113 (298 K), the values of 5 = 430 
and x s a / ( ( l - a ) 5 + a) = 2 . 6 x 1 0 " are found. Therefore, 
the approximation of <5>>1 and cpTscpl is reasonably 
accepted. However, some cautions are necessary for the use of 
approximate equation (27). 

Figure 6 shows the comparison of the void fraction av 
between approximate expression (27) and more exact one (24). 

It is clear from this figure that equation (27) is a reasonable 
approximation in the case of small aref, but the difference 
between equations (24) and (27) becomes larger in large values 
of aref, especially in the case of small av. 

However, the effect of this discrepancy on the prediction of 
CT* is not serious because it occurs in the case of small a,,. 
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av by eq.(24) 

Fig. 6 Comparison of Spraker's approximation for a, with exact 
equation 

Comparison With Experimental Results. To confirm 
applicability of the predicting method, analytical results are 
compared with some experimental data. 

Authors have already shown some experimental results with 
hot water in two-dimensional contraction nozzle [12]. 

Mean void fraction a at the throat was measured at various 
pressure with 7-ray attenuation technique [13]. 

It was clearly shown that the experimental data on the 
relation of critical pressure to flow velocity agree well with the 
predicted values of critical two-phase flow condition within 
the accuracy of the experimental uncertainty (i.e., a data 
scatter) of approximately ±5 percent in measured pressure 
and also the throat pressure is considerably higher than the 
vapor pressure [12, 13]. In the case of water (T = 288-333K), 
the thermodynamic effects are almost negligible as estimated 
from the values of B-factor and then the predicted values 
correspond to the case of two-phase flow including only the 
noncondensable gas. Thus, in the case of large B-factor, 
equation (31) gives a reasonable explanation of the ex
perimental results. 

At present, there are no suitable experimental data in the 
case of small B-factor for comparison with the present theory. 

Hord [15] obtained experimental data with liquid hydrogen 
flowing around a hydrofoil and showed the relation of critical 
cavitation sigma to flow velocity and liquid temperature. 
Although the direct comparison of a* -values with the 
predicted one is impossible because of some unknown factors 
in the experimental condition, the calculated results of the 
relation of a* -values to flow velocity in liquid hydrogen at 
various temperatures from equation (33) with 7 = 0 is shown 
in Fig. 7 as an example of ctref = 0.005. 

The tendency of lower a* -values at higher temperatures and 
the sharp decrease in a*-values in low flow-velocity regime 

" 2 0 40 60 80 100 

C m/s 
Fig. 7 Effect of temperature in liquid hydrogen on critical cavitation 
sigma 

explains qualitatively well the experimental data obtained by 
Hord [15]. 

It is well known that the inception of cavitation is generally 
a complex phenomena dependent on the concentration of 
nuclei within the flow and many other features of the real 
flows. It may, therefore, be noted that application of the 
present method to the practice is restricted to the case where 
the liquid contains gas bubbles and the free stream nuclei play 
an important role in gaseous cavitation occurrence. 

Hence, it is important, first, to know the nuclei distribution 
in the real liquid flow. 

Also, the extension of the present analysis will be necessary 
to include the effect of gas solubility (dxg/dpi^0) for ap
plication to the liquid with large gas solubility such as oil. 

Further, in the case of flow having a large velocity 
distribution in the flow section, the present method should 
approximately be applied only to the streamline of the local 
flow regime near the body. 

The other predicting method must be considered in the case 
of vaporous cavitation occurrence in the special liquid state 
such as a degassed water. 

Conclusion 
A predicting method of gaseous cavitation occurrence is 

proposed on the basis of analogy with the critical two-phase 
flow of homogeneous bubble mixture. 

Sonic velocity of bubble mixture was obtained taking into 
account the liquid evaporation and the critical cavitation 
number was presented with the typical numerical examples in 
various liquids. 

The main results obtained here are summarized as follows: 
1 The thermodynamic effects on the predicted values of 

cavitation sigma become remarkable in the case of lower flow 
velocity in fluids with small B-factor. 

2 Initial void fraction aref plays an important role on the 
prediction of critical sigma and the evaluation of thermo
dynamic effects. 

3 The predicting method explains well the experimental 
results conducted by authors and Hord. 
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The Effect of Nuclei on the 
Inception of Bubble and Sheet 
Cavitation on Axisymmetric Bodies 
Hydrogen bubbles were generated as cavitation nuclei and their distributions were 
measured. The number and size distribution of bubble cavities generated on 
axisymmetric bodies was calculated and compared with experimental results. The 
measured size distribution of bubble cavities agreed qualitatively with the calculated 
value, but the total number of cavities was about one half of the calculation. The 
role of stream nuclei on the inception of sheet cavity was investigated ex
perimentally. Without added nuclei, the value of the incipient cavitation number a, 
showed a large scattering, whereas with added nuclei the scattering became fairly 
small and a, converged to the upper limit of that when no nuclei were added. r/,- with 
added nuclei also coincided with the desinent cavitation number ad, and ad 

remained unchanged by adding nuclei. 

Introduction 

The importance of cavitation nuclei on the inception of 
cavitation has been clarified by many investigators. Keller [1] 
reduced the number of nuclei in water by using filters and 
made cavitation inception tests with various axisymmetric test 
bodies. He found that the incipient cavitation number a, 
became lower when the test water contained less nuclei. 

On the other hand, some experimenters report the fact that 
cavitation inception can be prompted by adding nuclei using 
nuclei generators [2-4]. 

In the present paper, the influence of stream nuclei on the 
inception of cavitation was investigated under the known 
nuclei distribution. A new cavitation tunnel was constructed 
which was specially designed for adding nuclei artificially. 
First, the relation between added nuclei and the bubble 
cavities formed on the test body surface was investigated 
experimentally, and was compared with calculated results. 
Second, inception tests of sheet cavity were made in the water 
with added nuclei, and the role of nuclei on inception was 
investigated. 

Bubble Cavitation 

Test Facility. TE-type Cavitation Tunnel, newly built at the 
University of Tokyo, was used in the present investigation. 
The test section arrangement is shown in Fig. 1. 

The tunnel has a nuclei generator which is located at up
stream of the contraction section (Fig. 2). It consists of 
tungsten wires 50 /im in dia placed at right angles to the flow, 

TEST SECTION 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting at the 
International Symposium on Cavitation Inception, New York, N.Y., December 
2-7, 1979, Manuscript received by the Fluids Engineering Division February 11, 
1980. 

Fig. 1 Arrangement of contraction section and test section (unit: mm) 

and small hydrogen bubbles are generated by electrolysis. The 
turbulence level in the test section is 0.2 — 0.4 percent by the 
hot film measurement, and the velocity distribution is 
uniform within 1 percent. 

The Nuclei Generator and Its Nuclei Distribution. As no 
device at hand was fitted to measure directly the nuclei 
distribution in the tunnel, a small transparent flow channel 
was made for calibration. 

Hydrogen bubbles were photographed through a 
microscope and their size distribution was measured by 
counting them on photographs. A typical microscopic 
photograph is shown in Fig. 3. The measured result is shown 
in Table 1. It was assumed that the same distribution of nuclei 
was obtained in the tunnel when following properties were the 
same, such as diameter and material of wire, flow speed, 
static pressure, and electric current. 

The hydrogen volume generated per unit time was 
calculated by Coulomb's law, based on the measured electric 
current. This volume was distributed according to the fraction 
shown in Table 1. It was also assumed that in case tungsten 
wires were placed 3 cm apart from each other as shown in Fig. 
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Table 1 Hydrogen nuclei distributions (unit: percent in numbers).
P= 1 atm, i = 9 rnA/em (' denotes 8 rnA/em)

(1)

.............. u (cm/s) Typical

Rn (w~ 20 40· 60· 94 error

5 -10 92.3 67.5 82.4 78.0 + 1. 0

10-15 3.8 15.5 12.6 18.8 ± 1.0

15 - 20 0.3 10.4 4.2 3.2 ± 0.5

20 - 30 0.9 6.1 0.8 0.0 ± 0.2

30-50 2.7 0.5 0.0 0.0 ± 0.1

Calculation of Bubble Cavity

Formulation. The bubble growth and trajectory along
axisymmetric bodies were calculated. Calculation was made
for two test bodies, that is, Hemispherical and ITTC bodies,
of 30 mm in dia. Axisymmetric Hess and Smith method was
used to calculate the flow field near the body, where the wall
effect was taken into account by placing a cylindrical wall
whose sectional area was equal to the actual octagonal sec
tion.

Following Johnson and Hsieh [6], the equation of bubble
motion is as follows.

I 4 3 dw"x -7rR p-
2 3 dt

d(1 4 3)+(w-w,,)x- -x-7rRp
dt 2 3

The left-side term in the equation (I) is the inertia term. It
shows that a bubble has added mass which is one-half of the
fluid mass it displaces. The first term of the right side is the
drag in which Cd is given by the Haberman's empirical
formula [6]. The second term is the pressure gradient term.
The third term arises from the change of added mass. In case
dRIdt < 0, it acts to increase the relative velocity between the
bubble and the surrounding fluid (increase slip). And in case
dRIdt > 0, it acts to decrease it.

The bubble was assumed to grow spherically, and the
Rayleigh-Plesset equation was used to represent the growth.

[R d2R + 2 (~)2]
P dt2 2 dt

28 G dRldt
=Pv -P- Ii + R3 -4/l~ (2)

Calculated Results. Equations (1) and (2) were solved
numerically along the bubble trajectory. Calculations were
started at 20 mm upstream of the test body nose.

An example of the bubble trajectory is shown in Fig. 4. It is
seen that the bubble trajectory does not deviate much from
the streamline.

The relation between the initial bubble radius R o and the

TWENTY 30 MM

50)JM I DIAr1ETER
TUNGSTEN WIRES (-)

400
Flg.2 Installation 01 nuclei generator in cavitation tunnel (unit: mm)

2, hydrogen bubbles were evenly distributed into the water
which flowed within 1.5 cm from the wire. Thus the number
of nuclei per unit volume of water can be calculated.

The decrease of the nuclei radius owing to the diffusion of
hydrogen into water was taken into account by the Epstein
Plesset equation [5]. When Uoo = 10 mis, it takes 1.05 sec for
a nucleus to reach the test body after it is generated by the
generator.

The effect of diffusion is more important with smaller
nuclei. For example, in case Uoo = 10 m/s and a=0.80, nuclei
with radius less than 12 /lm will vanish before they reach the
test section. As seen in Table I (the case U = 40 cm/s), they are
about 70 percent of the generated nuclei.

Fig. 3 Hydrogen bubbles photographed with microscope. U= 40 cmls,
;=8 rnA/em

____ Nomenclature

pressure coefficient at separation point
gas fraction constant of a bubble, which is
determined by initial condition
electric current per unit length of cathode,
mA/cm
maximum bubble radius
initial bubble radius
critical bubble radius at static instability

ratio of added nuclei density to the standard
density
uniform flow speed at test section
velocity vector of fluid particle
velocity vector of a bubble
initial distance of a bubble from axis of symmetry
desinent cavitation number
incipient cavitation number
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cavities increased in proportion to the amount of added
nuclei. An example of the photographs is shown in Fig. 7.
With no added nuclei, few cavities were formed. Con
sequently, almost all cavities in the photograph were
generated by the added nuclei.

Comparison of Measured and Calculated Bubble Cavity
Distribution. Actual bubble cavities are mostly hemispherical
or elliptical in shape. And their longer radius was used to
compare with the radius of the calculated spherical bubbles.

The number and size distribution of bubble cavities was
counted in four cases from the photographs as shown in Fig.
7. These cases are,

maximum radius R max is shown in Fig. 5, where Yo is the
distance between initial point of the bubble and axis of
symmetry of the test body. As Yo increases from zero, R max
changes little at first (i.e., the cases Yo = 0.5 and 2.5). But as it
further increases, R max decreases markedly as seen in the cases
Yo =4.5 and 6.5.

It is interesting in Fig. 5 that Rilla, does not depend so much
on Ro when Ro is well beyond the critical radius for static
instability. From this, it may be said that bubble cavitation is
not much influenced by the nuclei size distribution, and only
the total number of nuclei whose radius is larger than the
critical radius is important.

The growth of a bubble traveling along Hemispherical body
is shown in Fig. 6. It grows rapidly in the region of static
instability and still keeps growing for a while after it passes
through that region. The collapsing process is rapid and in the
final stage the bubble moves upstream a little as shown in Fig.
6. This upstream motion was caused by the third term in
equation (2), that is, the effect of added mass change.

Next, making use of the bubble growth calculation, the
number and size distribution of bubble cavities which would
be present on the test body at a certain instant was calculated.
It was assumed that the nuclei distribution at the test section
was that given in Table I, modified by the diffusion process as
stated previously. The calculated results are given in Fig. 8
together with the experimental results. I Comments on these
results will be made later.

Experiment of Bubble Cavitation. A nuclei generator
shown in Fig. 2 was used in the present experiment. Its
cathode consists of 20 tungsten wires (50 I!m in dia) and they
are fixed, with a space of 3 em, on a perspex frame to form a
lattice. During the experiment, another lattice with 10
tungsten wires (6 em space) was also set in the nuclei
generator. By switching on either or both of the two lattices,
three different levels of nuclei number density can be readily
realized. Those number densities will be termed '1/ = 0.5, 1.0,
and 1.5, respectively, where 'II = 1.0 is realized by the use of
the single 20 tungsten wire lattice.

In order to keep the generated hydrogen volume constant,
the electric current per unit length of cathode i was adjusted in
proportion to the static pressure at the generator section Pm.
The standard electric current is i = 9 mA/cm at Pm = I atm.
For example, at Pm = 0.5 atm, the current is set at i = 4.5
rnA/em, and it is termed as i* = 9 rnA/em.

Water was well deaerated before the experiment. The water
temperature was 25°C and air content was 3.0 ppm, 15
percent to the saturated condition at I atm.

Photographs of bubble cavities,on a test body were taken in
a short period of time with various amounts of added nuclei at
constant U 00 and (J. It was found that the number of bubble

~Typical uncertainties shown in all figures and tables are based on the un
certainty method of Kline and McClintock (7J used with 20:\ odds.
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Table 2 Total number of bubble cavities (unit: numbers). 
(* gas diffusion not considered) 
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Fig. 8 Bubble cavity distribution on Hemispherical and ITTC bodies 

HEfllSPHERICAL BODY (CALCULATED) 

ITTC BODY (CALCULATED) 

KOKESHI BODY (CALCULATED) 

irEASUREDBY LOT 
U„=10.Im/s) 

Fig. 9 Pressure distribution on three test bodies (with wall effect) and 
Kokeshl body profile 

(1) Hemisphere. 
(2) Hemisphere. 
(3) Hemisphere. 
(4) ITTC. 

[/oo = 10m/s, 
l/oo = 10m/s, 
U„ = 15 m/s, 
l/0o = 10m/s, 

o-=0.81 
<7 = 0.96 
a = 0.96 
(7=0.71 

where the tungsten wires were placed only at the center of the 
flow section as shown in Fig. 2. However, further experiment 
was made for the case (1) where the tungsten wires were 
placed in every part of 30 cm x 30 cm lattice frame, and the 
total number of bubble cavities increased by about 1.7 times 
while the size distribution remained unchanged. Nuclei are 
widely scattered into the whole flow sectional area. So all the 
measured cavity numbers were modified (that is, increased by 
1.7 times) in the other three cases. The modified results are 
shown in Fig. 8 and Table 2, together with the calculated 
results. Table 2 shows the total number of bubble cavities, 
and the measured value is about one-half of the calculated 
value in all four cases. From this, it may be said that this 
calculation model follows well the actual phenomenon in a 
qualitative sense. In the same table, it is also shown that the 
calculation without diffusion consideration gives the value 
nine times as much as the observation. This fact suggests that 
diffusion process is important at the present experiment. In 
Fig. 8, the calculated and measured size distribution profile 

T e s t b o d y 

H e m i s p h e r e 

» 

it 

ITTC 

U m ( m / s ) 

10 

10 

15 

10 

0 

0 . 9 5 ± 0 . 0 2 

0 . 8 0 ± 0 . 0 2 

0 . 9 5 ± 0 . 0 2 

0 . 7 0 ± 0 . 0 2 

C a l c u 
l a t e d 

2 2 . 2 

1 3 8 . 1 
( 5 5 6 * ) 

3 7 . 2 

1 4 0 . 8 

M e a s u r e d 

1 1 . 7 ± 0 . 3 

6 4 . 9 ± 3 . 0 

1 6 . 7 ± 0 . 5 

7 3 . 7 ± 3 . 0 

C a l . / M e a s . 

1 .9 

2 . 1 
( 8 . 6 * ) 

2 . 2 

1 . 9 

seem to agree with each other except that the measured 
bubbles are slightly larger. 

A few reasons may be pointed out for the difference be
tween measurement and calculation. The first one is the nuclei 
distribution which was obtained by counting bubbles as 
shown in Fig. 3. If it occurs that the larger bubbles are more 
easily carried away from the wake region of the tungsten wire 
into the uniform flow, the actual distribution will be different 
from that given in Table 1, that is, there will be more large 
bubbles and the total number will be much smaller. The other 
reasons are: the existence of laminar separation bubble, the 
Haberman's empirical formula for Cd in which the unsteady 
bubble motion is not taken into account, and the rate of gas 
diffusion which is expected to be higher in the presence of 
slip. 

On the other hand, one reason should be pointed out which 
increases the difference. It is the diffusion of oxygen and 
nitrogen into the bubble, which compensates the hydrogen 
diffusion into the water. Further progress will become 
possible only by the direct measurement of the nuclei 
distribution in the test section. 

Sheet Cavitation 

Test Bodies. Three axisymmetric test bodies, i.e., 
Hemispherical, ITTC, and Kokeshi bodies were used.2 The 
pressure distributions calculated by the Hess and Smith 
method are shown in Fig. 9. Hemispherical body and ITTC 
body are the same as those used in the bubble cavitation 
experiment. 

Kokeshi body was newly designed in the present in
vestigation. Its profile is, 

(^'•(-Ir)™ 1 

(0 < 15 mm) 

y = 10 + 2.5(1 +COS(2TT(A-- 15)/85)) 

(15 < : 100 mm) 

(3fl) 

(3*) 

At x = 15 mm, both values of dy/dx and d2y/dx2 change 
continuously. This test body has a sharp negative pressure 
peak followed by a gradual pressure rise which continues 
much longer than the other two bodies. The calculated 
pressure distribution agrees well with the measured result by 
LDV (Laser Doppler Velocimeter). 

Fully Wetted Flow Observation. The pressure distribution 
of ITTC body is shown in Fig. 10. It is clear that the wall 
effect is considerable. The actual profile of the test body was 
measured and its pressure distribution was calculated. It was 
somewhat different from that of the expected theoretical 
profile. 

The velocity distribution on the body surface was also 
measured by LDV and the pressure distribution was estimated 

"Kokeshi" is a traditional Japanese doll made of wood and its shape looks 
like the present third test body. 
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Fig. 11(b) Inception of sheet cavity on Hemispherical body (»"* = 1.0 
mA/cm) 

using the Bernoulli's equation. The measured result agrees 
well with the calculated result which is based on the measured 
profile. It is seen that a separation bubble exists at x= 14 — 18 
mm. Its location was determined from the change of the slope 
of the measured Cp values. 

In LDV measurement, as the measuring point was 
gradually made closer to the body surface, the flow velocity 
gradually increased, and in the unseparated region the 
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Fig. 12 Inception and desinence of sheet cavity on Kokeshi body 

maximum velocity was obtained at a point very close to the 
body surface, not more than 0.2 mm apart. After that the 
velocity decreased by a few percent probably because the 
measuring point went inside the boundary layer, and sud-
dendly the measurement failed as the Laser beams intersected 
the body surface. The maximum velocity thus obtained was 
used to estimate the pressure coefficient. 

Inception of Sheet Cavity. The experiment of sheet cavity 
inception was made through naked-eye observation under the 
stroboscopic light. The definition of sheet cavity inception is 
as follows: a band-type cavity appears covering more than 
1 /3-1 /2 of the circumference of a test body and it lasts for 
more than a certain period of time (say, 0.5 s) and it repeats 
more than once every 5 —10 s or lasts without vanishing. 

In order to decrease the nuclei naturally contained in water, 
the water was fully deaerated to the air content ratio of less 
than 30 percent to the saturated value at 1 atm (i.e., 
a / a i < 0 . 3 ) . Using the nuclei generator, inception tests were 
made with or without added nuclei. The electric current /'* for 
electrolysis was 0.5—2.0 mA/cm, which was fairly low 
compared with the value of 9 mA/cm in the bubble cavity 
experiment. 

The results are shown in Figs. 11 and 12. The abscissa is 
reciprocal of the dynamic pressure of uniform flow 
(pL^/2) - ' . 

In the case of Hemispherical body (Fig. 11), the incipient 
cavitation number a, with no added nuclei is scattered con
siderably and the scattering is wider at smaller U„. When the 
inception takes place at a very low cavitation number, a long 
cavity is suddenly formed. On the contrary, scattering of a, 
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becomes very small when nuclei are added artificially by 
electrolysis, and 07 converges to the upper limit of that with 
no added nuclei. It also coincides with the desinent cavitation 
number od. From these experiments it is clear that the 
cavitation hysteresis does not exist when abundant nuclei are 
in the water. The scattering of od was as small as that of tr, 
with added nuclei, and od did not change by adding nuclei. 

In Fig. 11(a), a, at f*=2.0 mA/cm is smaller than <r, at 
/* = 1.0 mA/cm. It is the reverse of the expected tendency that 
the more nuclei promote cavitation inception. It is because the 
formation of sheet cavity is affected by the presence of bubble 
cavities, which disturb the flow. This trend was more 
pronounced at smaller [/„. 

Similar results were obtained with ITTC and Kokeshi 
bodies. In Fig. 12, a, at /* = 0.5 mA/cm deviates considerably 
from a, at /* = 1.0 mA/cm in the range Ua = 6 - 7 m/s. To 
investigate the reason for this difference, the nuclei 
distribution at the test section under these conditions was 
estimated, following the same procedure as stated before. 
And it was found that the number of nuclei with radius 
R„ =20 fim differed most greatly (about 10 times) between the 
cases /*=0.5 and 1.0 mA/cm. It suggests that the nuclei of 
that size may be responsible for the sheet cavity inception on 
Kokeshi body under that condition. 

It may be argued that larger nuclei are more likely to 
contribute to the sheet cavity inception. But it must be 
remembered that at upstream of a separation bubble, there 
always exists the minimum pressure point, where large nuclei 
will cavitate and become traveling-type cavities. If it is 
assumed that those traveling cavities do not contribute to the 
sheet cavity inception, which is likely because the macroscopic 
cavities may be too large to go inside the very thin separation 
bubble, then the smaller nuclei will result to contribute to the 
inception of sheet cavity. 

Pressure coefficient at separation point Cp may be ob
tained from LDV measurement. When it is compared with on 

the relation ( - Cp) = <r, is roughly satisfied, which indicates 
that the sheet cavity inception occurs when the pressure inside 
the separation bubble is lower than the vapor pressure P„ . 

Mechanism of Sheet Cavitation Inception. Arakeri [8] has 
pointed out that sheet cavitation inception occurs in the 
separated flow of a laminar boundary layer. Based on this, a 
hypothesis for the mechanism of sheet cavitation inception is 
introduced as follows. "A sheet cavity is generated when the 
highly turbulent fluctuation in the reattachment zone of a 
separated flow gives a nucleus a chance to expand in the . 
separation region." 
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Fig. 14 Comparison of added nuclei distribution with measured 
nuclei distribution in other facilities (from reference [10]) 

Let P, be the time-averaged local pressure at inception, and 
by considering the pressure fluctuation AP, due to turbulence 
and the contribution APr due to the surface tension, 

where, 

P , - A P , = P „ - A P , 

APr = 

(4) 

3R* 

Let Cp, be the pressure coefficient at the point of inception. 
Then it is set to be equal to Cp which is the pressure coef
ficient at separation point. From equation (4), 

"i=-
Pj-Po r _AP,~APr 

C " pUl/2 C ' * 
(5) 

Plf-Jl 
Assuming AP, is proportional to the dynamic pressure plPjl 
and by using equation (5), 

AP,=kxPUl/2 

(-CPs)-ai = APrx 
PW 

-k 

(6) 

(7) 

Consequently, if the size of the nuclei which contribute to the 
inception is independent of U„, equation (7) will be expressed 
as a straight line having a positive gradient when plotted as 
Fig. 13. 

In the same figure, the measured results with added nuclei 
are also plotted. They seem to support the aforementioned 
hypothesis. The straight line in Fig. 13 is drawn for Kokeshi 
body. From this line, the radius of the nuclei which contribute 
to the inception may be estimated to be R0 = 10 /mi, which is 
in the same order of magnitude with the value of R0 = 20 pm 
estimated previously from the added nuclei distribution data. 
The value k is also estimated to be about 0.08, which is in the 
same order with the value of 0.15 measured by Huang, et al. 
[9] with an axisymmetric body named "Forebody S." 
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According to equation (7), the scattering of a, may be 
explained to be due to the scattering of APr, that is, the nuclei 
size R*. And if the range of the scattering of R* is in
dependent of U„,, a, will be scattered more widely at smaller 
U^, which is in agreement with the experiment. 

Finally, the distribution of the added nuclei is compared 
with the measured values in other facilities (Fig. 14). The 
added nuclei distribution for the bubble cavity experiment 
(/* = 9 mA/cm) is approximately at the upper limit of other 
data. That for the sheet cavity experiment (/* = 1 mA/cm) 
coincides with the data given by Peterson [14] and Gates [10]. 
Judging from the present experiments, the stability of the 
cavitation inception phenomena will become poor if the nuclei 
distribution line falls on the left side of the line /* = 1 mA/cm. 

Conclusions 

1 The number and size of the bubble cavities formed on the 
axisymmetric test body were calculated using the equations of 
bubble growth and trajectory. The experiment for the bubble 
cavity was made. The calculated and measured size 
distributions of bubble cavities seemed to agree with each 
other. The measured total number was about one-half of the 
calculation. 

2 The inception test of the sheet cavity was made using three 
axisymmetric bodies, Hemispherical, ITTC, and Kokeshi 
bodies. The scattering of a, became fairly small when nuclei 
were added. In that case, a, nearly coincided with ad, and ad 

was not affected by adding nuclei. 
3 A hypothesis for the mechanism of sheet cavity inception 

was made, taking into account the surface tension of nuclei 
and the pressure fluctuation at the reattachment zone of a 
separated flow. It explained, at least qualitatively, the 
dependence of a, on U„ and the relation between a, and ( -
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Cavitation Inception in Spool 
Valves 
Cavitation has been investigated in directional control valves in order to identify 
damage mechanisms characteristic of components of aircraft hydraulic systems. 
Tests have been conducted in a representative metal spool valve and in a model three 
times larger. Data taken under noncavitating conditions with both valves showed 
that the position of the high-velocity annular jet shifts orientation, depending upon 
valve opening and Reynolds number. By means of high-frequency response pressure 
transducers strategically placed in the valve chamber cavitation could be sensed by 
the correlation of noise with a cavitation index. The onset of cavitation can be 
detected by comparing energy spectra for a fixed valve opening and a constant 
discharge. Another sensitive indicator of cavitation inception is the ratio of 
cavitating to noncavitating spectral densities. The incipient cavitation number as 
defined in this investigation is correlated with the Reynolds number for both valves. 

Introduction 

Cavitation is not nearly as well documented in oil hydraulic 
systems as it is in such water hydraulic systems as pumps, 
propellers, hydraulic turbines, and hydrofoils. In aircraft 
hydraulic systems, cavitation most frequently occurs in 
system valves, pumps, and actuators. Large differences in 
pressure is a frequent cause of small-scale cavitation in 
chambers of four-way spool valves, while high frequency 
motion of a valve-controlled actuator can lead to large-scale 
cavitation in the cylinder. Another source of cavitation in 
aircraft hydraulic systems is the improper filling of the pistons 
on an axial-piston pump. Either during transient loading or 
under steady-state operation, cavitation can occur in the 
return chamber of directional control valves because of the 
large pressure drop across the orifice. It is of interest to know 
the potential cavitation damage, as well as any effect of 
cavitation on system performance under both steady and 
unsteady flow conditions. Criteria should be established for 
the onset of cavitation, and damage mechanisms need be 
identified once cavitation is extensive. 

The amount of literature on cavitation in oil hydraulic 
components is rather sparse. The major publications in the 
English language are referred to in the book by McCloy and 
Martin [1]. There is also important literature in German, 
principally from the fluid power group at the Technical 
University of Aachen. Cavitation was investigated to a limited 
extent by MacLellan, et al. [2], in their laboratory study in an 
enlarged two-dimensional model of a piston type control 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the International Symposium on 
Cavitation Inception, ASME Winter Annual Meeting, New York, N.Y., 
December 2-7, 1979. Manuscript received by the Fluids Engineering Division 
March 18, 1980. 

valve. Later, but more complete, work on cavitation in spool 
valves was reported by McCloy and Beck [3], who established 
criteria for cavitation inception in two valves, both two 
dimensional, one with water and the other with oil as the test 
liquid. Backe and Benning [4], Backe and Riedel [5], and 
Riedel [6] all report on cavitation in short orifices using 
hydraulic oil. Recent work by Kleinbreuer [7, 8] has enhanced 
the understanding of the effect of dissolved gas, viscosity, and 
jet proximity on erosion of various metals by high velocity 
discharge of hydraulic oil from an orifice. Eich [9, 10] applied 
the diagnostic tool of noise detection in his investigation of 
cavitation in oil hydraulic components. The effect of gas 
content and orifice length on desinent and incipient cavitation 
is reported by Lichtarowicz and Pearce [11]. Flow pattern 
changes under both noncavitating and cavitating flow con
ditions were documented by McCloy and Beck [12]. A review 
of the literature on cavitation in oil hydraulic systems is 
reported by Wiggert, et al. [13]. 

An experimental investigation was undertaken to study 
cavitation damage mechanisms in aircraft hydraulic systems. 
The purpose of the investigation was to identify mechanisms 
which lead to damage. A test facility was designed which 
allowed for the measurement of hydraulic parameters under 
both noncavitating and cavitating conditions. Diagnostic 
techniques were developed to detect the onset and the extent 
of cavitation. Cavitation inception, its definition, and the 
formulation of criteria are the subject of this paper. 

Test Facility 

Cavitation has been investigated in directional control 
valves in order to identify damage mechanisms characteristic 
of components of aircraft hydraulic systems. Tests have been 
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Fig. 2 Longitudinal section of model valve
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Instrumentation and Data Acquisition

For the steady-flow results reported here, mean flow rates
and pressures were measured to characterize the test con
ditions, while dynamic pressures and acceleration were
monitored to assess the onset and extent of cavitation.

paratus, which uses a filming technique to remove the gas. At
room temperature and atmospheric pressure, the dissolved
gas content of the oil employed in this investigation varied
between 9.5 and 10 percent by volume. The minimum value
achieved after several hours of degassing was 4 percent.

For the entire investigation, a petroleum-based hydraulic
oil (MIL-H-5606C) was employed as the test liquid. A brief
listing of some of the pertinent characteristics of this par
ticular oil are:

Fig. 1 Cutaway and spool 01 prototype valve

conducted in both a metal prototype valve and a plexiglass
model three times its size. A common test facility was
designed that allowed for control of flow, upstream pressure,
downstream pressure, dissolved gas content, and spool
position. In order to facilitate the continuous positioning of
the spool, as well as the mounting of instrumentation on the
spool itself, a simple industrial four-way lever-operated spool
valve was chosen as the prototype. A cutaway of this valve,
which has a spool diameter of 19.05 mm (0.75 in.), is shown in
Fig. I. In order to maximize the pressure differential across
the valve, only one-half of the valve was used, resulting in
effect a two-way valve.

The model valve was made of plexiglass with a spool
diameter of 57.2 mm (2.25 in.). The size of the valve chamber,
lands, and ports of the model valve were scaled up from the
metal prototype valve. Figure 2 is a longitudinal view of the
body of the model valve. The opening of the annular space
could be controlled by the mechanism attached to the end of
the spool. A similar mechanism was installed on the end of the
prototype valve. The supply and return ports in the vicinity of
the model spool were made to scale with the prototype valve.

The common hydraulic test loop consisted of an axial
piston pump with a pressure regulator, a high pressure supply
line, a flow meter, a bypass system, the particular test valve
and its instrumentation, downstream valves for back pressure
control, and a low pressure return line to the pump. A high
pressure filter with an absolute rating of 3/-tm was in con
tinuous use for control of contaminants. An auxiliary system
consisting of a vacuum tank, tubing and valves, and a rubber
bag storage reservoir was used to degas the oil. Oil was
pumped from the closed bag through a nozzle on top of the
vacuum tank and allowed to flow down the sides of the tank
as a film. The total air content was monitored by use of an
Aerometer, a commercial device similar to a Van Slyke ap-

____ Nomenclature

A
Ac

a
B 1 ,Bz,B3

Cc

Cd
C

D
d

e

f
K
1

P
p'

PI
pz

area of annular orifice
area of vena contracta
acoustic velodty
coefficients
coefficient of contraction
coefficient of discharge
radial distance between spool and wall
spool diameter
radial distance between spool neck and
valve body
radial eccentricity between spool and valve
body
frequency
coefficient
axial distance along jet
pressure
fluctuating pressure
pressure at transducer PI
pressure at transducer Pz

Pc
PL
PR
Pv

R=Q/7rDv
t

Un
Vc
~.

Va
x
x

t1f
Ap=PL -PR

/-t
v 
p

a=pc-pv/Ap

mean pressure in chamber
load (upstream) pressure
return (downstream) pressure
vapor pressure
Reynolds number
time
fluctuating velocity on jet centerline
velocity in vena contracta
jet velocity
approach velocity
axial position of valve spool
acceleration of spool
width of frequency channel
pressure differential across valve
dynamic viscosity of liquid
kinematic viscosity of liquid
mass density of liquid
cavitation index
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Mean Quantities. For both test valves, a drag-type flow 
meter was used to measure the flow rate. This device consists 
of a circular target mounted on the end of a strain-gage in
strumented cantilever beam. A resistance detector was used to 
monitor the oil temperature immediately upstream of the test 
valve in question. An accurate determination of the position 
of the specific valve was essential because of the relative small 
openings in practice. For each valve, a linear variable 
displacement transducer (LVDT) was used to measure the 
relative position x of the spool. 

Pressure transducers were used to measure mean upstream 
(load-pL), differential (Ap), chamber (pc), and downstream 
(return ~pR) pressures. Figure 2 shows the location of the 
pressure taps for the model valve. In this case, the differential 
pressure is defined by pL — pR. For the model, the load 
pressure pL was not measured directly. The load, return, and 
differential pressure were measured by either strain-gage or 
variable reluctance diaphragm pressure transducers. The 
mean chamber pressure pc for each valve was sensed by 
semiconductor pressure transducers. As shown in Fig. 2, 
transducer Pc is located exactly in the middle of the model 
chamber. For the prototype valve, the chamber transducer is 
located somewhat downstream of the center of the port. 

Dynamic Quantities. Fluctuating pressures in the chamber 
of each valve were measured for the detection of cavitation by 
high-frequency response piezoelectric pressure transducers. 
These transducers were flush mounted in the chamber of each 
valve, as shown in Fig. 2 for the model valve. The diameter of 
the sensing surface is 2.51 mm (0.099 in.). The transducers 
had a resonant frequency in air of 250 kHz. The larger size 
model allowed for the installation of two piezoelectric 
transducers, referred to as Pt and P2 on Fig. 2. The single 
piezoelectric transducer in the prototype valve chamber is 
called Px. This transducer is located somewhat downstream of 
the middle of the chamber. 

For the expected detection of mechanical effects in the 
spool related to cavitation, a high-frequency response quartz 
accelerometer was mounted on the end of the spool of the 
prototype valve. The miniature accelerometer had an un
damped natural frequency in air of 120 kHz. 

Data Acquisition System. The data acquisition system used 
to sample the mean and dynamic signals will be described with 
reference to Fig. 3. The test valve shown in the illustration 
could either be the model or the prototype valve. For the 
model valve, there was no measurement of load pressure/?/,, 
nor any accelerometer signal x. On the other hand, for the 
prototype valve, usually only one piezoelectric pressure 
transducer (P,) was used. 

The central device regarding the collection of mean 
quantities to characterize the flow conditions is a desktop 
computer. This computer controlled a multiplexer and a 6'/2-
digit voltmeter. The analog signal from any of the six input 
channels shown in Fig. 3 could be transferred through the 
multiplexer by the controller to the voltmeter, which digitized 
the signal and transferred the data to the computer. For a 
given channel, 20 samples were averaged to obtain a mean 
value. At the completion of the entire test series, the data were 
then stored on a cassette tape of the desktop computer for 
future retrieval and analysis. 

As illustrated on Fig. 3, the dynamic quantities monitored 
in this investigation are the fluctuating pressures px and p2 
and the fluctuating spool acceleration x. Any two of these 
signals could be simultaneously input into the signal analyzer, 
which is an all-digital instrument capable of providing both 
time and frequency domain analysis of complex analog 
signals in the range of d-c to 25.6 kHz. Although it is 
recognized that cavitation noise usually exists at frequencies 
greater than 25.6 kHz, no data were collected beyond this 
limit because of equipment limitations. 

E H E Q 

-0-

-O-

600-

Fig. 3 Data acquisition system 

Table 1 Estimates of experimental uncertainty 

Quantity and units 

Flow rate (mVs) 
Valve position (m) 
Temperature (°C) 
Pressure (Pa) 
Acceleration (g) 

Mean value 

±1x10 
±5x10 
± 0.5 
± 2x10' 

Fluctuating value 

±2 
± 5 x l 0 ~ 

Test Procedure. Although occasionally the cross spectrum 
and coherence between Px and P2 for the model or Pt and x 
for the prototype valve were measured, the most frequent and 
useful measurements were the auto power spectra for the two 
channels. The frequency resolution or A/for the analysis was 
1/256 of the bandwidth, or 100 Hz. The signals were analyzed 
using a modified Hanning-type window. The power spectral 
density function for the auto spectra will be in units of *Jp'2/ 
A/ for the pressure transducers and [ ~(d2x'/dt2)2]Yl/Af for 
the accelerometer. The total energy over any frequency range 
could be quickly extracted from the analyzer, facilitating the 
real-time analysis and the establishment of criteria for 
cavitation inception. 

Experimental Uncertainty. The flow meter, LVDT, and the 
seven pressure transducers used to measure mean pressures in 
the two valves were all calibrated in situ using the same signal 
conditioning and data acquisition system as employed in the 
dynamic studies. For each of these instruments, from 8-20 
calibration points were analyzed using a least-square 
regression technique. The manufacturer's calibration con
stants were used for the temperature detector, the ac
celerometer, and the three piezoelectric pressure transducers. 
For all instruments, the least-square analyses yielded a value 
of the coefficient of determination r2 > 0.99. 

Considering all factors, the experimental uncertainties are 
as listed in Table 1. 

Valve Characteristics 

The mean-flow characteristics of each valve were deter
mined by direct measurement before embarking upon the 
main cavitation study. It was essential to know accurately the 
value of the discharge coefficient of the valve in question 
because of the difficulty in measuring the valve opening with 
the desired precision. Once the value of the discharge coef
ficient was known for the particular test conditions, the valve 
opening could then be calculated from the known flow rate 
and pressure difference across the valve, both of which could 
be measured quite accurately. 

As demonstrated by McCloy and Beck [3], for certain 
Reynolds numbers free streamline theory can be applied to the 
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annular jet issuing from the orifice shown in Fig. 4. Assuming 
inviscid flow from the approach region and recognizing that 
the opening b is much less than the annular dimension d, the 
jet velocity in the vena contracta is defined by 

VC=J— (1) 
^ P 

in which p is the fluid density, and Ap = pL — pR, the 
nominal pressure difference measured by the differential 
pressure transducer. The volumetric flow rate through the 
valve is given by 

Q=AcVc = CcirDbVc (2) 

in which Ac is the area of the contracted jet, which is usually 
defined in terms of the area of the annular orifice, Cc is the 
contraction coefficient, and D is the diameter of the spool. 
The resulting relationship for the flow rate is 

Q = CtiirDbJ2^ (3) 
N P 

in which Cd is the discharge coefficient and, in the case for 
which b< <d, is equal to Cc. The preceding equation suggests 
a linear relationship between Q and b. 

Because of the relatively small values of b employed in this 
study, tests were instead conducted by varying b while holding 
Ap constant. In this instance, a slightly modified coefficient 
of discharge could be computed from 

dQ/dx 
Cd= r=- (4) 

N p 

in which x is the axial position of the spool as measured by the 
LVDT. Tests conducted at a constant Ap and varying x 
yielded a linear relationship between Q and x, allowing for the 
determination of Cd from the slope of the curve. 

In general, it would be expected that Cd would be a func
tion of the Reynolds number and a cavitation index. For 
simplicity, the Reynolds number is defined on the basis of the 
average velocity at the annular opening instead of in terms of 
Vc at the vena contracta. The length dimension chosen in the 
definition is b, yielding 

p(Q/A)b Q 
* = = - % - (5) 

jX •KUV 

in which p. and v are the dynamic and kinematic viscosities of 
the liquid, respectively. For a given temperature, equation (5) 
suggests that the Reynolds number is independent of the valve 
opening b at a constant discharge. 

The cavitation index is normally defined as the ratio of a 
reference pressure minus the vapor pressure of the liquid to a 
dynamic pressure, the latter of which is referenced to the 
approach velocity V0. A more appropriate dynamic pressure 
for the spool valve would be that based on the jet velocity Vj 
which is not measured directly, but instead directly related to 
Ap. The cavitation number is defined as 

Pc-Pv , „ 
a= — (6) 

Ap 
In general, it would be expected that the discharge coef

ficient would depend upon both R and a, or 
Cd = Cd(R,a) (7) 

Extensive testing over a range of R from 150 to 1500 under 
noncavitating conditions showed that Cd was virtually in
dependent of viscous effects, yielding an average value of Cd 

equal to 0.68 for the prototype valve and 0.66 for the model 

Fig. 4 Definition of valve and jet characteristics 

valve. These values, which are reported in Martin, et al. [14], 
correspond closely to the theoretical value of 0.677 calculated 
by von Mises using two-dimensional inviscid theory. A 
summary of the theory is reported by Robertson [15]. Ex
perimental results published by McCloy and Beck [3] show a 
similar trend. Apparently the Reynolds number defined by 
equation (5) must be less than approximately 100 before 
viscous effects commence to influence the mean flow 
characteristics of the valve. 

As shown by a number of researchers in the study of 
cavitation in pipe orifices, cavitation has to become quite 
extensive before there is any effect on Cd. For the non
cavitating and moderate cavitation reported in this paper, it 
will suffice to use the constant values of 0.68 (prototype valve) 
and 0.66 (model valve) in any calculations of b from equation 
(3). Further details on the effect of R and a on Cd may be 
found in the report by Martin, et al. [14]. 

Noncavitating Spectra 

Prior to the establishment of criteria for the inception of 
cavitation, the level of fluctuations of pressure and ac
celeration had to be understood for noncavitating flow in 
each valve. Extensive testing was conducted to correlate 
energy levels of pressure fluctuations with flow rate and valve 
opening. Care was taken to insure that the chamber pressure 
pc was large enough to inhibit any cavitation. This was ac
complished by monitoring the total mean-square energy over 
the entire spectra for various values of a. It was found that, 
for a constant discharge Q and valve opening b, the total 
energy did not vary if a was above a certain threshold value, 
to be discussed later. The tests under noncavitating conditions 
were also of value in observing changes in the jet flow pattern 
for different conditions. 

The pressure transducers Px and P2 in the model and P, in 
the prototype chamber experience the acoustical noise from 
the confined jet issuing from the annular orifice. The fact that 
the discharge coefficient is constant over the range of 
Reynolds numbers tested would suggest a turbulent jet. As 
shown by McCloy and Beck [12] in their study of jet 
hysteresis, the jet can either reattach on the surface of the 
spool or on the wall of the port, or issue freely. A shifting jet 
pattern was clearly indicated in the model chamber by ob
serving the energy levels on the two transducers, which were 
located at the extremities of the cavity. 

The dynamics of an unconfined plane jet issuing from a 
nozzle are fairly well documented, albeit at higher Reynolds 
numbers than experienced with the two valves. As ex
perimentally shown by Albertson, et al. [16], and later by 
Gutmark and Wygnanski [17], the mean centerline velocity of 
a plane jet decreases as the square root of the ratio of the 
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initial jet diameter to the axial distance. In terms of the 
definition sketch on Fig. 4 

(8) 

in which K is a constant for plane jets at large Reynolds 
number and / is the axial distance from the nozzle, or from the 
vena contracta in the case of an orifice. For a plane turbulent 
jet, Gutmark and Wygnanski [17] found that the rms value of 
the fluctuating velocity UQ on the centerline of the jet was a 
constant when normalized with Vj, or 

= constant (9) 

Reethof [18] states that a fluctuating mass flow rate with in-
phase pressure fluctuations would correspond to a monopole 
source, for which the rms energy of fluctuating pressure in 
this case are assumed to be correlated by 

^ = BxPVj (10) 

1 
b(mm) 

o 0.143 

T(°C) 

56 

j 
/ 
/ 

/ 
/ 

A t 
j 

/I 
/ 

i 

in which fi, is a dimensionless coefficient which would depend Q (9pm) 

upon transducer location, Reynolds number, etc. If, instead Fi9- 5 Noncavitating mean-square energy versus discharge for 
the fluctuations emanate from dipole sources - which may be ?o°-05t

m
53e

/s
v
)
alve a t a , i x e d o p e n i n g (1 p s i = 6 8 9 5 P a ; 1 9 p m = 6 3 1 x 

related directly to fluctuating pressures 

V, m=w(-i) en) 

in which a is the acoustic velocity. 
For a monopole source, equation (10) along with the jet 

relationships (2) and (8) yield the mean-square energy 

In the case of dipole sources 

^ _ / ? 2 r K y pig* 

(12) 

3. mm K f(Hzf 20.000 K 

a.) b = 0.143 mm and T = 5 6 C 

f l H i l 

b.) b = 0.149 mm and T = 18 C 

(13) Fig- 6 Noncavitating energy spectra for prototype valve at a fi 
opening (1 psi = 6895 Pa; 1 gpm = 6.31 x 10 ~ 5 m3/s) 

fixed 

In the following discussion of the slope of the energy 
spectra and the correlation of mean-square energy with the 
flow rate, a direct comparison of the results for the two valves 
is somewhat subjective because of the size of the pressure 
transducer relative to the respective valve chamber dimen
sions, which was three times greater in the prototype valve 
than in the model valve. For certain jet flow patterns there 
are, however, striking similarities between the noncavitating 
spectra for the two valves. 

All noncavitating spectra measured by transducer P , in the 
chamber of the prototype valve indicate that the mean-square 
energy can be correlated in terms of a dipole, or fluctuating 
pressure, source. The mean-square energies measured with 
this transducer correlate well with Q6, as shown by the two 
data sets in Fig. 5. The data shown in Fig. 5 were taken at 
virtually the same opening b, but quite different Reynolds 
numbers. If / is assumed to be fixed and to correspond to the 
distance from the orifice opening to transducer P , , then 
equation (13) can be reduced to 

p'2=BiP
2Q6 (14) 

as a, D, and b are virtually constant. Although there is a 
Reynolds number variation for each data set, the coefficient 
B3 appears to be a constant for each. Energy spectra for two 
of the data points plotted on Fig. 5 are presented in Fig. 6. 
The slope of each curve can be approximated by - 1 for the 

lower frequency range and - 2 for the higher frequencies. As 
demonstrated by Lush [19], a dipole source will produce 
energy spectra with a - 1 slope. As most of the energy is in the 
first half of the frequency range shown in Fig. 6, the dipole 
source dominates, resulting in a relationship represented by 
equation (13). An examination of many noncavitating spectra 
shows that, as the flow rate and hence jet velocity Vj is in
creased for a fixed opening b, the extent of the spectrum 
corresponding to a - 1 slope increases. Indeed, for high 
frequencies, the values of the noncavitating spectra approach 
the background noise level, which was 6.9 Pa (0.001 psi) for 
the pressure transducer in the prototype valve. 

The two pressure transducers in the model were located 
such that any significant changes in the jet orientation could 
be noticed. The noncavitating results presented here suggest 
that the jet did flip back and forth, confirming the con
clusions of McCloy and Beck [12] that the jet may reattach to 
either the spool surface or the port wall, or issue freely at an 
angle depending upon the opening b and any clearance be
tween the spool and the land of the valve body. 

The variation of mean-square energy with flow rate is 
shown in Fig. 7 for various openings of the model valve. The 
pressure difference Ap was maintained constant under 
noncavitating conditions. For a free jet for which Ap is a 
constant, the velocity at the vena contracta Vc as given by 
equation (1) should have been a constant for all of the data 
shown in Fig. 7. According to equation (8), the jet velocity at 
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Fig. 9 Noncavitating mean-square energy versus discharge for model 
valve at a fixed opening (1 psi = 6895 Pa; 1 gpm = 6.31 x 10 ~ 5 m3/s) 
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Fig. 7 Noncavitating mean-square energy versus discharge for model 
valve at a variable opening and constant pressure difference (1 psi = 
6895 Pa; 1 gpm = 6.31 x 10 ~ 5 m3/s) 
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Fig. 8 Noncavitating energy spectra for model valve at two values of 
opening b and constant pressure difference (1 psi = 6895 Pa; 1 gpm = 
6.31 x 10 " 5 m3/s) 

some position / from the vena contracta would increase 
directly with the square root of the opening b. The nearly 
constant output from transducer P, over the range of 
openings would indicate that the jet was not directed toward 
P,. For flows less than 9.78 x 10~4 m3/s (15.5 gpm), the jet 
is probably between P, and P2 because of the relatively low 
energy levels, which are only slightly greater than the 
background noise level. As shown by Fig. 7 and the 
corresponding spectra in Fig. 8 for transducer P2 , there is an 
apparent shift in the flow pattern as the flow increased slightly 
from 9.78 x 10~4 to 11.2 x 10"4 mVs (15.5 to 17.6 gpm). 
As the valve was opened further, the energy level sensed by P2 
increased as the square of the flow, suggesting a monopole 
source in accordance with equations (3) and (12) for a variable 
opening b. It is suspected that the increase in energy is either 
due to direct impingement of a reattached jet or the nearly 
direct effect of a free jet. The slope of the energy spectra at 
location P2 can be approximated by - 2 over a range of 
frequencies. 

Noncavitating data were collected with the model valve 
fixed at openings of b = 0.108 and 0.237 mm. For the smaller 
opening, the plot of mean-square energy versus flow rate 
shown in Fig. 9 and energy spectra for two of the higher flow 
rates plotted in Fig. 10 indicate that the jet may have been 
free, and furthermore directed toward transducer P, . At the 

3.0000 K «H*f i 

a.) Transducer P1 

Fig. 10 Noncavitating energy spectra for model valve at a fixed 
opening (1 psi = 6895 Pa; 1 gpm = 6.31 x 10 ~ 5 m3/s) 

greater opening, however, the transducer P, hardly ex
perienced any change in energy fluctuations as the flow in
creased, as shown in Figs. 11 and 12(a). There is some in
dication that the slope of the mean-square energy versus flow 
rate correlation changes from a dipole source (6 to 1) to a 
monopole source (4 to 1) at the higher flow rates. Portions of 
the jet-induced spectra plotted in Fig. \2(b) can be ap
proximated by slopes of - 1, and others by - 2. 

The direct effect of pressure fluctuations from a jet are 
clearly shown in Figs. 8(b), 10(a), and 12(b) for the model, in 
contrast to Figs. 8(a) and 12(a), for which there is little to no 
jet effect, but instead only background noise. As recently 
reviewed by Arndt [20], the effect of a turbulent shear flow on 
noncavitating pressure spectra has recently received attention 
by George [21], Fuchs and Michalke [22], and George and 
Beuther [23]. References on noise in an underwater en
vironment are cited by Ross [24]. The effect of any shifting of 
the jet is more evident in the larger model than in the 
prototype valve because of the size of the piezoelectric 
transducers relative to the length of the valve chamber. 

Cavitating Spectra 

In order to define and determine the condition of cavitation 
inception, tests were conducted over a range of values of the 
cavitation number a. Because of the sensitivity of pressure 
fluctuations to changes in jet velocity, care was taken to 
maintain the volumetric flow Q constant and to hold the 
respective spool at a fixed position. As shown by the non
cavitating energy spectra, slight differences in valve opening b 
can lead to significant changes in energy levels if there is a 
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Fig. 12 Noncavitating energy spectra for model valve at a fixed 
opening(1 psi = 6895 Pa; 1 gpm = 6.31 x 10 - 5 m3/s) 

direct effect of the jet. On the other hand, however, cavitation 
noise in the model valve can be several orders of magnitude 
greater than that due to a noncavitating jet. 

Acoustical noise, pressure fluctuations, and accelerometer 
readings have been employed by numerous investigators over 
a span of years to detect cavitation inception and to correlate 
developed cavitation with the cavitation number. The effect 
of cavitation on the energy spectra measured by various in
struments are reported by Jorgensen [25] for a cavitating 
submerged water jet, by Deeprose, et al. [26], for a cavitating 
pump, by Oba and Ito [27] for a cavitating venturi, and by 
Blake, et al. [28], for cavitation on a hydrofoil. For cavitation 
in orifices and water valves,Tullis and Govindarajan [29], and 
Ball and Tullis [30] used the rms accelerometer output as a 
criterion of defining cavitation inception, choking, etc. Tullis 
[31] later relates acceleration spectra with cavitation. In this 
investigation, it is shown that the use of rms energies must be 
applied with care in the definition of cavitation inception. It 
will be demonstrated that a more foolproof technique will be 
the careful study of energy spectra under similar geometric 
and flow conditions. 

Prototype Valve. The results of varying a as b and Q are 
maintained nearly constant are presented in Fig. 13 for several 
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Fig. 13 Mean-square energy versus cavitation index for prototype 
valve 
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valve at a fixed opening and constant discharges (1 psi = 6895 Pa; 1 
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flow rates. Although for each flow rate there is eventually a 
continual increase in the fluctuating energy measured by the 
pressure transducer P, and the accelerometer A\ as the 
chamber pressure pc is lowered, it is not clear where cavitation 
inception occurs. The definition of incipient cavitation is 
especially difficult with the prototype valve because of the 
relatively large jet energy under noncavitating conditions. In 
order to illustrate this difficulty, the data points for Q = 6.94 
X 10~4 m3/s (11 gpm) are plotted on Figs. 14(a) and (fe) at a 
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different scale. For reference, each data point is given a 
number which actually corresponds to a data file on a storage 
tape. The definition of cavitation inception would be very 
difficult if not impossible on the basis of mean-square energy, 
because of the sudden decrease in energy level from point 9 to 
point 15 for P, and corresponding points 10 to 16 for the 
accelerometer. It was discovered that the respective energy 
spectra for each test proved more revealing that the total 
energy in the entire spectrum. In Figs. 15(a) (P,) and 15b 
(Ax), individual spectra for the seven points for which a > 
0.6 are superimposed on the left while the spectra for two or 
three values of a are plotted on the right. The coincidence of 
the data on the left plot of pressure spectra suggests only 
noncavitating jet noise. Apparently few if no cavitation events 
occurred for <r = 0.614 (17 and 18) but many were present once 
the cavitation number was slightly reduced to 0.591 (19 and 
20). Due to the relatively high energy levels at the low 
frequency end of the spectrum resulting from jet noise, small 
increases in the spectral density at the higher frequencies as a 
result of limited cavitation do not contribute much to the total 
energy over the entire pressure spectrum. The parameter total 
energy becomes more indicative of cavitation levels once 
cavitation becomes more extensive. Although the acceleration 
spectra under noncavitating conditions are not as similar as 
the pressure spectra, it is fairly evident at high frequencies 
that cavitation has occurred between a = 0.614 and 0.591. 

The spectra in Fig. 15 indicate that cavitation noise is 
restricted to the higher frequencies, but extends over a wider 
band as the cavitation number decreases. Another measure of 
cavitation noise is the ratio of the power spectral density of 
each frequency channel A/under cavitating conditions to that 
under noncavitating conditions. Choosing points 15 and 16 
(CT0 =0.647) as the noncavitating reference values, the ratio of 
power spectral densities are plotted in Fig. 16 for points 17 
and 18 (a=0.614) and points 19 and 20 (a=0.591). Ad
ditional ratios of the power spectral density are presented in 
Fig. 16 for lower values of the cavitation index, showing a 
progressive expansion of the cavitation noise to lower 
frequencies as a is decreased. A sensitive measure of the extent 
of cavitation noise is the area under the curve of the ratio of 
power spectral density versus frequency, as shown on Fig. 17 

3. 0000 K f{Hz) 
a) Pressure Transducer 

Saven non-cavitating spectra 

f[Hi) 20. B88 K 

Orn non-cavitating and 
two cavitating spectra 

Fig. 15 Noncavitating and cavitating energy spectra for prototype 
valve at a fixed opening and 0 = 11 gpm (1 psi = 6895 Pa; 1 gpm = 
6.31 x 10 " 5 m3/s) 

Fig. Ratio of cavitating to noncavitating t>0 =0.647) spectral 
density for prototype valve at a fixed opening (1 gpm 
m3/s) 

6.31 x 10" 

for transducer P, for a flow of Q = 7.57 x 1 0 " mVs (12 
gpm). Similar correlations occurred for other flow rates. In 
comparing the sensitivity of the piezoelectric pressure trans
ducer with the accelerometer, it is clear that both sense the 
onset of cavitation, but the pressure transducer is probably a 
better detector for inception because (1) it is located close to 
the source and (2) the accelerometer is more sensitive to valve 
noise from the downstream throttling valves, especially for 
large values of pR and hence a. 

Model Valve. Noncavitating and cavitating spectra for the 
model valve are shown in Fig. 18 for pressure transducers P{ 
and P2. The six spectra shown on the left plots suggest no 
cavitation for a > 0.385. As shown by the plots on the right 
figure, a slight lowering of a to 0.373 resulted in an increase in 
the power spectrum at the higher frequencies. The ratio of the 
power spectral density for the same data shown in Fig. 19 is 
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Fig. 18 Noncavitating and cavitating energy spectra for model valve 
at a fixed opening (1 psi = 6895 Pa; 1 gpm = 6.31 x 10 5 m3/s) 

also quite revealing regarding both the coincidence of non
cavitating results, as well as the onset of cavitation. In fact, as 
illustrated by Fig. 20 for these data set and by Fig. 21 for 
another data set taken at a higher flow, the area under the 
curve of the ratio of power spectral density at any condition to 
a reference noncavitating condition is quite sensitive to 
cavitation events. Over a range of a of 0.15 in Fig. 20, the area 
function varied by nearly four orders of magnitude. For the 

Fig. 20 Area under ratio of cavitating to noncavitating mean-square 
spectral density curve versus cavitation index for model valve at a fixed 
opening(1 gpm = 6.31 x 1 0 ~ 5 m3/s) 

larger opening and corresponding greater flow rate for the 
data of Fig. 21, the area function for P, also varied by nearly 
four orders of magnitude from <J=0.6 to <j = 0.4, while for P2 
the increase was not as great because of the hydrodynamic jet 
noise caused by the jet being directed toward that transducer. 
Nevertheless, the area functions of Figs. 20 and 21 are very 
sensitive indicators of cavitation events. 

For both valves, it was found that, under identical con
ditions of valve opening b, flow rate Q, and temperature, the 
plots of energy with flow rate were repeatable. Comparisons 
of repeatability from test to test may be found in Martin, et 
al. [14]. Similarities in noncavitating spectra for the two 
valves are apparent in comparing the prototype valve results, 
Fig. 6, with those of transducer P2 in the model, Fig. 12(6). 
As shown by Figs. 15(a) and 18(b), and more extensively in 
[14], spectra near cavitation inception are also qualitatively 
similar. 
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Cavitation Inception 

Attempts were made to formulate a criterion for the 
definition of incipient cavitation. Although the model was 
made of transparent walls for the purpose of visualization of 
the formation and collapse of bubbles, and the bubbles could 
be clearly seen as the valve was made to cavitate somewhat 
extensively, the onset of cavitation was extremely difficult to 
define visually because of the small openings, high jet 
velocities, and relatively small bubbles. After a number of 
somewhat unsuccessful attempts to establish incipient and 
desinent cavitation visually, reliance was placed upon the 
pressure transducers and the accelerometer, as well as aural 
sensing using a stethoscope. The identification of inception 
was much easier in the model using transducer Pj because of 
the dramatic change once cavitation commences. Because of 
the difficulty of separating jet noise from cavitation noise, the 
criterion for inception used for the prototype valve differed 
slightly from that applied to the model valve, the latter of 
which will be discussed first. 

Model Valve. Because of the relatively low levels of energy 
in the model under noncavitating conditions, except when the 
jet was apparently directed onto transducer P 2 , it was not 
difficult to sense the occurrence of a few cavitation events by 
comparing cavitating with noncavitating spectra. The data 
were taken by maintaining a constant flow with the spool 
locked in a fixed position. The cavitation number was reduced 
as the pressure difference Ap, and consequently the discharge 
Q, was maintained constant as nearly as possible. For each 
value of a, the dynamic signal for transducer P, was 
processed and the total fluctuating energy noted. It was 
observed that this value hardly changed under noncavitating 
conditions. Cavitation inception was defined at the condition 
for which this nominal value increased by approximately 50 to 
100 percent, which corresponded to only the slightest change 
in the cavitation index. Usually aural sensing by means of a 
stethoscope yielded the same value of the critical cavitation 
number. The cavitation number at the 50 to 100 percent 
energy increase is defined as the incipient cavitation index a,-, 
and is plotted as a function of the Reynolds number in Fig. 
22. The two sets of data correspond to a range of flow rates 
for each value of the fixed opening b. 

Prototype Valve. As mentioned earlier, a comparison of 
fluctuating energies measured by the pressure transducer in 
the chamber of the prototype valve did not clearly indicate the 
difference between cavitation inception or limited cavitation 
and no cavitation because of the high level of jet noise. The 
points shown on Fig. 14 for a > 0.6 illustrate the difficulty 
inherent with comparing solely mean-square energy, while the 
spectra on Fig. 15 suggest there is no cavitation. Only by 
comparing spectra or by normalizing the spectral density with 
the corresponding noncavitating spectra, Fig. 16, could the 
presence of cavitation be determined. The criterion for in
cipient cavitation for the prototype valve was defined as the 
departure of the area under the normalized pressure spectral 
density curves versus cavitation number from the non
cavitating value, which usually varied from approximately 0.9 
to 1.1, depending upon which noncavitating test was chosen 
as the reference value. The value of a-, was obtained from 
expanded versions of Fig. 17 by interpolating between the 
intersection of the extrapolated curve on the cavitating leg of 
the plot and the noncavitating horizontal line. Various criteria 
yielded differences in the incipient cavitation number of only 
0.005 to 0.01. The results of two series of tests at virtually the 
identical valve opening and nearly the same range of flow 
rates 4.42 x 10"4 to 8.20 x 10~4 mVs (7 to 13 gpm) are 
shown in Fig. 22. The only difference in the two series was the 
oil temperature, which resulted in a significant difference in 
the range of Reynolds numbers. 

Although the use of the area function was not employed for 
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the model valve, inspection of Figs. 20 and 21 illustrates that 
such a criterion could be as valid, or even more so, as it was 
for the prototype valve. The expanded a scale on Fig. 20 
suggests that the effect of an increasing number of cavitation 
events as a is lowered below ah which is somewhat of an 
arbitrary criterion, is to produce an exponential effect on the 
area function. The use of an energy spectrum with 50 en
semble averages does yield a reasonable statistical summary 
of cavitation events, however. 

Discussion of Results 

The criteria of cavitation inception employed in this in
vestigation corresponds to a few, but unknown number, of 
cavitation events during the 50 ensemble averages taken over 
the sampling period. Single bubble formation in the trans
parent model could not be observed under these conditions. In 
fact, the cavitation index corresponding to the formation of a 
series of bubbles around the annulus was approximately 0.18 
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less than the values shown on Fig. 22. Even a desinent 
cavitation number defined at the condition of the elimination 
of all visible bubbles was 0.10 smaller than the corresponding 
values of 07 depicted on Fig. 22. Because of the smallness of 
the bubbles, the high jet velocity, and apparently few 
cavitation events, bubbles at the condition a, are difficult to 
observe. 

No attempt was made to measure the size of free nuclei in 
the oil, although the high pressure filter limited the absolute 
size of any contaminant to 3 ^m. Because of the continual 
filtering of the test liquid, the nuclei size and distribution 
probably did not vary much from test to test, as was evident 
from a comparison of energy spectra from test series to test 
series at the same conditions. As shown by the data on Fig. 6, 
for two different temperatures there is an apparent viscous 
effect on the noncavitating energy spectra. Since cavitation 
inception is affected by the level of turbulence, as shown by 
Arndt [32, 33], the variation of a, with Reynolds number 
shown in Fig. 22 can be directly correlated with the non
cavitating fluctuating energy shown in Fig. 6. The data of 
McCloy and Beck [3] indicate a similar trend of 07 versus R 
for two two-dimensional models. Their incipient cavitation 
index was based on the aural detection of the initial presence 
of a sharp crackling sound. For the range of Reynolds 
numbers, the critical values of cr, reported by McCloy and 
Beck [3] are 0.05 to 0.10 lower than the corresponding ones 
plotted on Fig. 22, however. Perhaps the criterion employed 
in this investigation corresponds to a smaller number of 
cavitation events at 07. The effect of viscosity on cavitation 
inception is also evident in the results of Backe and Riedel [5] 
and Riedel [6], who evidently defined inception at the con
dition of the change in the discharge coefficient of an orifice, 
or a situation correspondiong to wider spread cavitation. 
Noise data taken by Rouse [34] with a water jet issuing from a 
nozzle yielded 07 = 0.55 from a plot of noise versus a. In
termittent bursts of noise were observed for values of a as 
high as 0.7, however, Obviously, the criterion employed for 
cavitation inception is somewhat subjective. 

For the range of values of dissolved air content present in 
this study, there was no apparent effect of hysteresis on a,-. 
The critical a, did not appear to depend upon whether the 
downstream pressure was being decreased or increased. As 
discussed later, for dissolved air content at the two extremes 
experienced in the investigation-4.5 and 9.0 percent by 
volume - there was no apparent difference in a, nor cavitation 
noise over the entire range of the cavitation index. Evidently 
the low residence time of the bubbles in the jet and valve 
chamber precluded any significant effect of gaseous 
cavitation. Even for the lowest values of the cavitation 
number experienced by the model valve, the bubbles disap
peared as the flow left the downstream port, suggesting the 
presence of only vaporous cavitation. Baker, et al. [35], also 
found in their study of cavitation inception in confined jets 
that <T, was independent of gas content if the liquid was un-
dersaturated at test-section pressure. 

Although the accelerometer mounted on the end of the 
spool of the prototype valve was not quite as sensitive to the 
onset of cavitation, it proved to be quite a good indicator of 
the level of cavitation once inception occurred. As the 
cavitation index was lowered toward ah as represented by Fig. 
13(b), there was a very gradual increase in the fluctuating 
acceleration levels, making the formulation of a criterion of 
cavitation inception on the basis of the accelerometer quite 
difficult. The low level response on the accelerometer for a > 
<j; is attributed to mechanical effects caused by the method 
utilized to vary a— the operation of downstream valves. 

Conclusions 

Changes in flow pattern and jet orientation in the chamber 

of spool valves can be sensed by high-frequency response 
pressure transducers strategically placed. Under noncavitating 
conditions, jet noise can frequently be directly correlated with 
the valve opening and flow rate. For the Reynolds numbers 
tested in this study, there is a definite effect of viscosity on 
pressure fluctuations emanating from a turbulent non
cavitating jet. 

The effect of dissolved gas content on cavitation in spool 
valves is minimal if the gas content does not exceed that 
corresponding to atmospheric conditions. 

High-frequency response pressure transducers are good 
diagnostic tools for detection of cavitation inception and 
cavitation intensity, while a high-frequency response ac
celerometer is a sensitive indicator of noise levels under 
cavitating conditions. 

The ratio of cavitating noise to noncavitating noise is 
greater at higher frequencies than at lower frequencies, 
especially if there is the direct influence of jet noise. 

Cavitation inception can be identified most easily by (a) 
comparison of auto power spectra and (ft) ratio of cavitating 
spectra to noncavitating spectra for the same test conditions. 
In the case of a high-energy confined jet, root-mean-square 
values can be much less valid in indicating cavitation in
ception than individual spectra and, in fact, can be 
misleading. 

For the range of data presented in this paper, the critical 
cavitation number is a function of the Reynolds number. 

Acknowledgments 

This investigation was supported in full by the Air Force 
Aero Propulsion Laboratory through AFOSR Contract 
F33615-77-C-2036, which was administered by Project 
Engineer Paul D. Lindquist. The authors would also like to 
acknowledge the direct contribution of J. I. Craig, F. D. 
Lewis, and H.J. Bates. 

References 

1 McCloy, D., and Martin, H. R., The Control of Fluid Power, Longman, 
London, 1973. 

2 MacLellan, M. A., Mitchell, A. E., and Turnbull, D. E,, "Flow 
Characteristics of Piston-Type Control Valves," Proceedings of the Sym
posium on Recent Mechanical Engineering Developments in Automatic 
Control, Institution Mechanical Engineers, London, Jan. 1960, pp. 13-30. 

3 McCloy, D., and Beck, A., "Some Cavitation Effects in Spool Valve 
Orifices," Proceedings Institution Mechanical Engineers, Vol. 182, Part I, No. 
8, 1967-1968, pp.163-174. 

4 Backe', W., and Benning, P., "Uber Kavitationserscheinungen in 
Querschnittsverengungen von olhydraulischen Systemen," Industrie-Anzeiger, 
Vol.63, 1962, pp. 35-42. 

5 Backe', W., and Riedel, H.-P., "^Cavitation in olhydraulischen 
Systemen," Industrie-Anzeiger, Vol. 94,1972, pp. 153-158. 

6 Riedel, H.-P., "Kavitationsverhalten von verschiedenen Druck-
niissigkeiten," Industrie-Anzeiger, Vol. 94, 1972, pp. 1724-1727.-

7 Kleinbreuer, W., "Kavitationserosion in hydraulischen Systemen," 
Industrie-Anzeiger, Vol. 99,1977, pp. 609-613. 

8 Kleinbreuer, W., "Untersuchung der Werkstoffzerstorung durch 
Kavitation in olhydraulischen Systemen," Dr.-Ing. dissertation, Technical 
University of Aachen, 1979, 306 pp. 

9 Eich, O., "Massnahmen zur Minderung von Kavitationsgerauschen in 
Geraten in Olhydraulik," Industrie-Anzeiger, Vol. 98, May 1976, pp. 739-743. 

10 Eich, O., "Entwicklung gerauscharmer Ventile der Olhydraulik," Dr.-
Ing. dissertation, Technical University of Aachen, 1979, 157 pp. 

11 Lichtarowicz, A., and Pearce, I.D., "Cavitation and Aeration Effects in 
Long Orifices," Cavitation Conference, Institution Mechanical Engineers, 
Edinburgh, Sept. 3-5, 1974, pp. 129-144. 

12 McCloy, D., and Beck, A., "Flow Hysteresis in Spool Valves," 
Proceedings of the First BHRA Fluid Power Symposium, Cranfield, 1969, pp. 
170-182. 

13 Wiggert, D. C , Martin, C. S., and Medlarz, H., "Cavitation Damage 
Mechanisms: Review of Literature," Technical Report AFAPL-TR-79-2125, 
U.S. Air Force Aero Propulsion Laboratory, Feb. 1980, 53 pp. 

14 Martin, C. S., Wiggert, D. C , and Medlarz, H., "Cavitation Damage 
Mechanisms: Experimental Study of Cavitation in a Spool Valve," Technical 
Report AFAPL-TR-79-2121, U.S. Air Force Aero Propulsion Laboratory, Feb. 
1980, 131pp. 

574/ Vol. 103, DECEMBER 1981 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.86. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



15 Robertson, J. M., Hydrodynamics in Theory and Application, Prentice-
Hall, New York, 1965. 

16 Albertson, M. L., Dai, Y. B., Jensen, R. A., and Rouse, H., "Diffusion 
of Submerged Jets," Transactions, ASCE, Vol. 115, 1950, pp. 639-664. 

17 Gutmark, E., and Wygnanski, I., "The Planar Turbulent Jet," Journal 
ojFluid Mechanics, Vol. 73, 1976, pp. 465-495. 

18 Reethof, G., "Turbulence-Generated Noise in Pipe Flow," Annual 
Review of Fluid Mechanics, Vol. 10, 1978, pp. 333-367. 

19 Lush, P. A., "Measurements of Subsonic Jet Noise and Comparison with 
Theory," Journal of Fluid Mechanics, Vol.46, 1971, pp. 477-500. 

20 Arndt, R. E. A., "Cavitation in Fluid Machinery and Hydraulic 
Structures," Annual Review of Fluid Mechanics, Vol. 13, 1981, pp. 273-328. 

21 George, W. K., "The Equilibrium Range of Turbulent Pressure Spec
tra ," Bulletin, American Physical Society, Vol. 19, 1974, p. 1158. 

22 Fuchs, H. V., and Michalke, A., "On Turbulence and Noise of an 
Axisymmetric Shear Flow," Journal of Fluid Mechanics, Vol. 70, 1975, pp. 
179-265. 

23 George, W. K., and Beuther, P. D., "Pressure Spectra in a Turbulent 
Shear Flow," Bulletin, American Physical Society, Vol. 22, 1977, p. 1285. 

24 Ross, D., Mechanics of Underwater Noise, Pergamon Press, New York, 
1976. 

25 Jorgensen, D. W., "Noise from Cavitating Submerged Water Jets," 
Journal of the Acoustical Society of America, Vol. 33, Oct. 1961, pp. 
1334-1338. 

26 Deeprose, W. M., King, N. W., McNulty, P. J., and Pearsall, I. S., 
"Cavitation Noise, Flow Noise and Erosion," Cavitation Conference, In
stitution Mechanical Engineers, Sept. 3-5, 1974, Edinburgh, pp. 373-381. 

27 6ba, R., and Ito, Y., "Cavitation Shock Pressures in a Venturi," ASME 
Cavitation and Polyphase Flow Forum, 1975, pp. 2-6. 

28 Blake, W. K., Wolpert, M. J., and Geib, F. E., "Cavitation Noise and 
Inception as Influenced by Boundary-Layer Development on a Hydrofoil," 
Journal of Fluid Mechanics, Vol. 80, 1977, pp. 617-640. 

29 Tullis, J. P., and Govindarajan, R., "Cavitation and Size Scale Effects 
for Orifices," Journal of the Hydraulics Division, ASCE, Vol. 99, Mar. 1973, 
pp. 417-430. 

30 Ball, J. W., and Tullis, J. P., "Cavitation in Butterfly Valves," Journal 
of the Hydraulics Division, ASCE, Vol. 99, Sept. 1973, pp. 1303-1318. 

31 Tullis, J. P., "Testing Valves for Cavitation," Cavitation Conference, 
institution Mechanical Engineers, Sept. 3-5, 1974, Edinburgh, pp. 47-55. 

32 Arndt, R. E. A., "Pressure Fields and Cavitation," Proceedings of the 
7th IAHR Symposium on Hydraulic Machinery, Vienna, 1974, Paper IX. 

33 Arndt, R. E. A., "Investigation of the Effects of Dissolved Gas and Free 
Nuclei on Cavitation and Noise in the Wake of a Sharp Edged Disk," 
Proceedings of Joint ASME-IAHR-ASCE Symposium on Hydraulic 
Machinery, Fort Collins, Colo., 1978, pp. 543-556. 

34 Rouse, H., "Cavitation in the Mixing Zone of a Submerged Jet ," La 
HouilleBlanche, Vol. 8, No. 1, 1953, pp. 9-19. 

35 Baker, C. B., Holl, J. W., and Arndt, R. E. A., "The Influence of Gas 
Content and Polyethylene Oxide Additive upon Confined Jet Cavitation in 
Water," ASME Cavitation and Polyphase Flow Forum, 1976, pp. 6-8. 

D I S C U S S I O N 

R. G. Cunningham1 

The authors correctly note that cavitation information for 
oil hydraulic systems is relatively scarce. Their well-
instrumented study of two spool valves is a valuable con
tribution particularly in terms of detecting cavitation using 
mean-square energy measurements vis-a-vis energy spectra 
and more commonly used methods such as observation of 
bubbles and aural detection of the onset of cavitation. 

Cavitation is a problem because of resulting noise, or 
damage, or both. From a design standpoint, cavitation is 
important if it is severe enough to cause a departure of per
formance from the theoretical model. Low-intensity 
cavitation, i.e., below these thresholds is of research interest 
but not from an engineering design point of view. 

A prime objective is the establishment of a cavitation 
coefficient which predicts the onset of cavitation and which is 
relatively unaffected by the internal flow contours of the fluid 
machinery. 

It would appear that the authors' equation defining the 
cavitation coefficient a in equation 6 could be improved. The 

The Pennsylvania State University, University Park, Pa. 16802. 
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denominator Ap = (p, —pR) is a poor approximation to the 
dynamic or jet pressure pVc

2/2; while the use of pR is con
venient from a pressure measurement standpoint, it is 
seriously flawed because the pressure rises from pc to pR, 
essentially by a "sudden expansion" deceleration and 
disorganized flow pattern which may include reentry flow. 
The use of Ap = (pL —pc) seems more logical as an index to 
dynamic pressure and also less sensitive to hardware design 
effects. 

Caution should be exercised regarding the apparent im
munity of this cavitation to the dissolved air-content of the 
hydraulic oil. Cavitation in oil systems—while producing the 
same undesirable effects as water cavitation—differs in two 
significant respects, (1) the vapor pressure of an oil is 
relatively low and complicated by the fact that an oil is a 
mixture of components ranging from light to heavy ends. (2) 
The solubilities of gases are much larger in organic liquids 
such as oils, than in water. The solubility of air in water (room 
temperature and pressure) is about 2 percent by volume; it 
ranges from 8-10 percent for lubricating oils, 12 percent for 
diesel fuel and 18-25 percent for gasoline. As a result, "gas 
cavitation" occurs readily in oil systems if the oil is at or near 
saturation conditions [1]. 

The authors' test conditions produced oil with an extremely 
low air content. The solubility of air in oil follows Henry's 
law, i.e., the mass of gas dissolved is proportional to the 
partial pressure of the gas in the space above the liquid under 
equilibrium conditions. The extremes of dissolved air 
reported (4.5 percent up to 9 percent at 14.7 psia) translate to 
only 0.013 percent and 0.026 percent for this oil raised to the 
pressure of 5000 psia implied for some of the prototype tests. 
Air nuclei are important as the sites of cavitation events. At 
least in static bodies of liquid, extreme deaeration delays or 
prevents vapor cavitation upon pressure release. Flowing 
liquids at some extreme degree of deaeration may similarly 
become resistant to vapor cavitation—and perhaps also more 
sensitive to the vapor pressure of the oil. 

Transient or hysteresis cavitation effects have been noted in 
other oil systems [2, 3] containing dissolved air. Air evolves 
quite rapidly on release of pressure—e.g., in a venturi 
throat—and then dissolves again relatively slowly, upon 
pressurization. As a result some oil systems with large 
pressure gradients effectively deaerate the fluid during warm-
up. This subject of this work—high-speed actuators and spool 
valves—may well be affected by this phenomenon. 
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A. Lichtarowicz2 

The authors should be congratulated on their interesting 
paper describing methods of detecting cavitation inception in 
spool valves. As pointed out in the paper, it is very dificult to 
establish the exact point of cavitation inception in an actual 
piece of engineering hardware. 

The comparison of the ratio of cavitating to noncavitating 
energy spectra, as used by the authors, seems to be a very 
useful method of detecting cavitation inception, though 
perhaps it is a little cumbersome. 

The writer, from his experiences, fully endorses the 
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essentially by a "sudden expansion" deceleration and 
disorganized flow pattern which may include reentry flow. 
The use of Ap = (pL —pc) seems more logical as an index to 
dynamic pressure and also less sensitive to hardware design 
effects. 
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munity of this cavitation to the dissolved air-content of the 
hydraulic oil. Cavitation in oil systems—while producing the 
same undesirable effects as water cavitation—differs in two 
significant respects, (1) the vapor pressure of an oil is 
relatively low and complicated by the fact that an oil is a 
mixture of components ranging from light to heavy ends. (2) 
The solubilities of gases are much larger in organic liquids 
such as oils, than in water. The solubility of air in water (room 
temperature and pressure) is about 2 percent by volume; it 
ranges from 8-10 percent for lubricating oils, 12 percent for 
diesel fuel and 18-25 percent for gasoline. As a result, "gas 
cavitation" occurs readily in oil systems if the oil is at or near 
saturation conditions [1]. 

The authors' test conditions produced oil with an extremely 
low air content. The solubility of air in oil follows Henry's 
law, i.e., the mass of gas dissolved is proportional to the 
partial pressure of the gas in the space above the liquid under 
equilibrium conditions. The extremes of dissolved air 
reported (4.5 percent up to 9 percent at 14.7 psia) translate to 
only 0.013 percent and 0.026 percent for this oil raised to the 
pressure of 5000 psia implied for some of the prototype tests. 
Air nuclei are important as the sites of cavitation events. At 
least in static bodies of liquid, extreme deaeration delays or 
prevents vapor cavitation upon pressure release. Flowing 
liquids at some extreme degree of deaeration may similarly 
become resistant to vapor cavitation—and perhaps also more 
sensitive to the vapor pressure of the oil. 

Transient or hysteresis cavitation effects have been noted in 
other oil systems [2, 3] containing dissolved air. Air evolves 
quite rapidly on release of pressure—e.g., in a venturi 
throat—and then dissolves again relatively slowly, upon 
pressurization. As a result some oil systems with large 
pressure gradients effectively deaerate the fluid during warm-
up. This subject of this work—high-speed actuators and spool 
valves—may well be affected by this phenomenon. 
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A. Lichtarowicz2 

The authors should be congratulated on their interesting 
paper describing methods of detecting cavitation inception in 
spool valves. As pointed out in the paper, it is very dificult to 
establish the exact point of cavitation inception in an actual 
piece of engineering hardware. 

The comparison of the ratio of cavitating to noncavitating 
energy spectra, as used by the authors, seems to be a very 
useful method of detecting cavitation inception, though 
perhaps it is a little cumbersome. 

The writer, from his experiences, fully endorses the 
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Fig. 1 Cavitation index-Reynolds number variation for shape edge 
orifice plate 

statement made that in laboratory models the use stethoscope 
gives a very reliable indication of the inception point which 
agrees with the data obtained with much more sophisticated 
electronic equipment. 

Another useful method used by the writer [reference A] is to 
place a small "hydrophone" made from a piezo-electric 
crystal in the vicinity of the emerging jet, but not in its path. 
The change in the output as observed on an oscilloscope 
screen proved to be very reliable method of detecting the 
cavitation inception, especially as cavitation initially occurred 
in bursts. 

Figure 1 shows results extracted from Pearce [B]. They 
relate to the cavitation inception for a sharp edge orifice plate 
(similar to that used for flow measurement). The orifice 
diameter was 2.5 mm and the test fluid was aviation kerosene. 
Each point was obtained by holding the downstream pressure 
constant and increasing the upstream pressure till the 
cavitation was well established. The results are similar to the 
author's Fig. 22. Two additional points were obtained with 
reduced air content in the test liquid. These points seem to 
confirm the author's statement that the air content changes do 
not affect the cavitation inception, at least for the range of air 
contents tested. 

Finally the writer would like to sound a word of warning. 
Both the authors' Fig. 22 and Fig. 1 in the discussion relate 

the cavitation number with Reynolds number. In both cases 
the variation Reynolds number was obtained mainly by flow 
variation and by size variation, but fluid properties varied 
only by a factor of about 2. To ensure that these graphs can be 
generalized, further testing with different liquids is required. 

Additional References 
A. Lichtarowicz, A., and Pearce, I. D., "Cavitation and aeration effects in 

long orifices," Conf. on Cavitation, Institution of Mechanical Engineers, 
London. 3-5 Sept 1974. 

B. Pearce, I. D., "Cavitation in Orifices," Ph.D. thesis, University of 
Nottingham. July 1969. 

Author's Closure 

The comments of Dr. Cunningham are most welcome as 
they address issues that were not discussed in detail in the 
paper. Except for the consideration of noise he is correct in 
stating that the low-intensity cavitation very close to inception 
is of only limited consequence in oil hydraulic systems. 

The definition of the pressure difference across the value 
&P=PL- PR was chosen rather than PL~PC because of the 
influence of partial or complete jet stagnation of pc. For all of 
the data, the difference in Ap for the two definitions was less 
than 4 percent. For the prototype valve the chamber pressure 
was larger than pR, while for the model valve the opposite was 
observed. In either case the cavitation index would not have 
differed by more than 4 percent. 

The authors recognize that air is much more soluble in 
hydraulic oil than in water and the attendant likelihood of 
enhanced gaseous cavitation. Although the local in
stantaneous pressures in the turbulent jet surely dropped to 
the saturation pressure, which was atmospheric or lower, the 
mean pressure in each valve chamber was always well above 
atmospheric pressure at cavitation inception. It should also be 
noted that the residence time for the fluid in each valve was 
small, inhibiting any significant growth of air bubbles by 
gaseous diffusion. 

The maximum upstream pressure pL was 2700 psi and 400 
psi for the prototype and model valve, respectively. The 500 
psi pressure quoted in the paper only related to the maximum 
level attainable by the hydraulic pump. Most hydraulic 
systems are not saturated with air at the high pressures 
mentioned by Dr. Cunningham. 
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A Possible Criterion for Cavitation 
Inception on Hemispherical 
Headforms 
The present paper reviews several pertinent papers about the onset of bubble-ring 
cavitation on hemispherical headforms in which a laminar bubble is present. From 
this review, a likely sequence of events for cavitation inception, or desinence, can be 
discerned. When this sequence is postulated, the observational basis for each event 
is discussed. Once the physical aspects of the inception process have been noted, a 
mathematical formulation of key relationships required to establish an inception 
criterion can be undertaken. From these results, a quantitative criterion for the 
inception of bubble ring cavitation is stated and we give a discussion which in
terprets this possible inception criterion for future use. The use of this criterion in a 
theory of inception and a comparison of analytical and experimental results is left 
to a future publication. 

Introduction 

A traditional difficulty apears to bedevil those who would 
determine the flow parameters characterizing cavitation 
inception by means of calculations based upon the first 
principles of physics. One problem is that often the properties 
of the noncavitating flow governing the basic nature of the 
environment which can lead to cavitation are not well enough 
understood. Moreover, the interactions between the onset 
process and the noncavitating flow may not be fully revealed 
by the available experimental data. As a result of these 
deficiencies, calculations based on bubble dynamics have 
generally been disappointing, and it seems safe to say that this 
situation will continue to exist until a criterion for cavitation 
inception for each flow under investigation can be 
established. 

While we cannot yet claim that all aspects of the flow 
around hemispherical headforms are fully understood, this 
particular flow has received much study in the past. 
Therefore, there is probably more information available 
about this flow than any other, and it seems useful to examine 
this body of significant past work to see if one can use it in 
order to postulate a tentative criterion for cavitation in
ception. Therefore, in the following, we shall attempt to 
formulate a criterion for the onset of cavitation for a rather 
special flow on an axially symmetric body which consists of a 
hemispherical nose attached to an afterbody which is a right 
circular cylinder of diameter equal to that of the hemisphere. 
The freestream flow velocity (K0) is aligned with the body 
axis. The static pressure at upstream infinity is P0, and the 
liquid density is p. This flow configuration, which often has a 
laminar separation bubble in laboratory experiments, is 
illustrated schematically in Fig. 1. 

Indeed, it has been estimated [1, 2] that the flow about 
hemispherical bodies will generally have a laminar separation 
bubble on the body downstream of the minimum pressure 

P . P 

X/0 

Contributed by the Fluids Engineering Division and presented at the 
Cavitation and Polyphase Flow Forum-Part I, Denver,. Colorado, 1981. 
Manuscript received by the Fluids Engineering Division, July 21, 1980. 

Fig. 1 Schematic diagram of flow about a hemispherical headform 
when laminar separation is present 

point up to Reynolds numbers, based on body diameter, D, of 
about five and one half million [1, 3]. This Reynolds number 
limit is greater than the Reynolds numbers of the majority of 
data reported from cavitation-tunnel experiments with such 
bodies. Therefore, there are considerable experimental data 
on cavitation inception or desinence in the presence of 
laminar separation which can be used to test the validity of 
theoretical findings. Our goal is to formulate a criterion for 
cavitation onset which accounts for the main physical 
processes which appear to take place in this rather special 
flow. In a subsequent paper, we hope to compare the 
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theoretical findings which follow from this criterion with 
experiment. 

The analysis planned is certainly not the first such study to 
appear in the literature. A concise review of a number of 
previous investigations has been given by Holl [4], As we have 
noted already, those features of the noncavitating flow, which 
may have a decisive influence on inception, were not as well-
known when those earlier theoretical studies were carried out 
as they are today. Therefore, previous theories for cavitation 
inception on bodies which are now known to exhibit laminar 
separation show, at best, only qualitative agreement with the 
experiment. 

The Sequence of Events 

Perhaps the most direct way to describe the several physical 
aspects of a theory for cavitation inception when the flow 
contains a laminar separation bubble is to list in sequence the 
key events or phases of cavitation bubble growth as they 
might apply to a typical nucleus. Once we have given this 
sequence, the observational basis for each hypothesis will be 
discussed. 

(«) It assumed that cavitation bubbles originate from small 
nuclei which contain air or water vapor or both. Generally 
such nuclei are not visible to the unaided eye. In this study, we 
will suppose that these nuclei are distributed throughout the 
liquid. 

(b) A typical nucleus of radius RQ, once it is in the boundary 
layer on the body, will encounter a low-pressure region which 
is favorable to vaporous bubble growth. That is, the local 
static pressure on the body is less than p„, the vapor pressure 
of the water. As it moves through this region of low pressure, 
the bubble will experience vaporous growth from the initial 
radius R0 to some maximum radius Rm. 

(c) The very small radius Rm is achieved at a point on the 
body where the local static pressure has risen to a value which 
is greater than the vapor pressure. Therefore if left to itself, 
the bubble would collapse. 

(rf) The microbubble of radius R,„ comes to rest at a point 
on the body within the laminar bubble. After it has become 
fixed inside the laminar bubble, its subsequent growth is 
caused by air diffusion from the liquid into the bubble. 

(e) This gaseous growth continues until the bubble has 
become large enough to interact with the free shear layer 
between the outer flow and the inner region of the laminar 
bubble. 

if) The process of interaction with the shear layer, which 
causes further gaseous growth to cease, will lift the bubble 
from the surface of the body by a slight amount and permit it 
to move downstream with the flow. This motion will take 
place very close to the body and it will cover a very short 
distance because the bubble will soon find itself at the 
downstream end of the laminar bubble where the boundary 
layer becomes turbulent. 

(g) When the bubble is exposed to the turbulent boundary 
layer flow, low pressures in the turbulent eddies can cause a 
second short period of vaporous growth. However, this final 
growth phase cannot proceed unchecked. As the bubble 
grows, it will become large enough to experience the turbulent 
shearing motions in the boundary layer. These motions so 
distort the bubble that it is torn apart and it will appear to the 
observer as a part of the frothy narrow band of cavitation 
which appears at the downstream end of the laminar bubble. 
Indeed, it is the first appearance of this white band or cloud of 
extremely small bubbles which we identify as desinent or 
incipient cavitation. Some authors call this state desinence or 
incipience "bubble-ring cavitation" because of its very 
limited streamwise extent and because of the fact that very 
short exposure photographs show that this cavitation cloud 
actually consists of a ring of very small bubbles in the 
boundary layer as illustrated in Fig. 2. 

The foregoing description of events outlines the occurrences 
which are of immediate concern in this study. However, it is 
worth noting that the events previously noted have centered 
upon the history of a typical nucleus, which is only one of 
many nuclei, sharing the fate of the typical bubble. The 
number of nuclei which are similarly affected increases as the 
degree of cavitation is intensified and the extent of the cloud 
increases visibly. However, this intensification is limited by 
the extent of the laminar bubble because it will soon be filled 
by the cloud. When this filling reaches its limit, the cloud is 
transformed into a circumferential band of small clear 
cavities with their leading edges attached to the body just 
behind the point of laminar separation. Thus an entirely 
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different cavitation flow regime, called band cavitation, is
established. A region in which pressures are less than the
vapor pressure of water may no longer exist upstream in the
vicinity of the minimum pressure point of noncavitating flow,
although this remains to be investigated in complete detail.
The small cavities now on the body are actually cavity flows
which are sustained by evaporation from the cav.ity wall and
by air diffusion from the liquid into the cavity. Presumably
the methods of free streamline theory could be adapted to the
analysis of this flow. However, such considerations are
outside the scope of this study.

Free stream and Surface Nuclei. Let us consider next the
observational basis for the preceding outline of the life of a
typical cavitation bubble. It seems logical to start with a brief
discussion of nuclei. This topic has received considerable
study, and there is rather extensive literature about the origin
and the nature of cavitation nuclei. Instead of presenting a
review of this material here, we shall refer the reader to a few
sources for further information. For relatively concise or
somewhat longer discussions of the topic, one can consult
Holl [4], Plesset [5], Beyer [6], Ross [7], or Knapp, Daily, and
Hammit [8]. A fairly complete list of original sources is given
in the last of these citations.

For our purposes, it seems sufficient to note that it is
thought that ordinary water contains impurities, usually with
some air stabilized upon them, which can act as "weak spots"
in the liquid and form seats for cavitation bubble growth.
When one performs cavitation experiments in a closed-circuit
water tunnel, the events which take place in the test section
can also produce small air-bubble nuclei unless the tunnel is
equipped with a resorber which drives these bubbles into
solution or it has some other device which removes such gas
bubbles from the flow before they re-enter the test section.

It is known that a spherical air bubble in still water will
dissolve because of surface tension if its radius is less than a
critical value. On the other hand, if the radius is greater than
this critical value, a bubble can grow by air diffusion from the
water into the bubble. Such a bubble will rise to the surface
and will also be lost as a cavitation nucleus. Thus, much of the
literature in the foregoing references deals with reasons for
the observed fact that cavitation nuclei are found in ordinary
water even though it may have been quiescent for a very long
time. On the other hand, we have noted that cavitation testing
in a water tunnel, by its very nature, can generate very small
bubbles which serve as cavitation nuclei. Although such
nuclei may have short lives, their presence can affect water
tunnel observations.

In order to account for the persistence of certain classes of
nuclei, we shall employ a model in which the net surface
energy is initially zero [9]. Such a nucleus could be composed
of a microscopic solid particle which has absorbed air, which
has a small crack, or which is porous so that air is stabilized
on it. We will also want to account for some nuclei which are
actually spherical air bubbles. We will use a simple analytical
model which can accommodate both of these possibilities.

Those conditions which can cause stable nuclei in the flow
can also pertain to the surface of the body. This fact has led to
the concept of surface nuclei which consist of small crevices or
pores which can act as seats for the generation of air-bubble
nuclei on the body surface. Such surface imperfections
become sources of air bubbles by a process of convective air
diffusion [10]. In some ways, such nuclei resemble free stream
nuclei because they produce bubbles which enter the boun
dary-layer flow. However, if surface nuclei are the
predominant source of nuclei in a flow and the water is
supersaturated in the vicinity of such nuclei, inception is
observed as patch cavitation even in regions where the local
static pressure exceeds the vapor pressure.

Gupta [11] was among the first to perform systematic tests

Journal of Fluids Engineering

Fig. 2 BUbble·ring cavitation on a h·smlspherical nose (K = 0.626,
Vo= 18.3 mps, dissolved air 9.5 ppm) from reference [3J

designed to compare the effects of cavitation inception from
surface nuclei and free stream nuclei. In experiments using
Teflon and Polyethylene models, he found that surface nuclei
on such porous bodies exhibit gaseous cavitation inception,
which is quite different from the kind of cavitation inception
under consideration here. The cavitation process we plan to
consider was observed on stainless-steel hemispherical bodies.
Stainless-steel bodies were also tested by Gupta, and his
observations of inception and desinence were considered to be
consequences of free stream nuclei. Subsequently, Van der
Meulen [12] carried out boundary-layer studies on
hemispherical models made of stainless steel and Teflon
which showed that the noncavitating flows about bodies of
these materials were the same. He also found that the Teflon
body exhibited gaseous cavitation and that the stainless-steel
model exhibited desinence and inception typical of free stream
nuclei. In this respect, the findings of Gupta and Van der
Meulen are in agreement. However, Van der Meulen found a
strong cavitation hysteresis for the Teflon body and practially
no hysteresis on the stainless-steel model. Gupta's ex
periments showed the opposite. Reasons for these con
tradictory findings are as yet unknown.

Evidently, bodies which provide active sites of surface
nuclei will exhibit cavitation inception characteristics dif
fering 'from bubble-ring cavitation and which cannot be
described by the sequence of events stated. Therefore, we
shall restrict our considerations to cavitation which originates
from free stream nuclei as stated in aforesaid item (a).

Initial Vaporous Growth. Interestingly enough, in spite of
the many experimental investigations of cavitation-bubble
growth, no direct observations of vaporous growth of
microbubbles in the boundary layer have been made. The
difficulty of such experiments is manifest. Although larger
traveling bubbles have been photographed and gaseous
growth in the laminar bubble has been recorded, we only have
indirect evidence that the microbubbles undergo a short
period of vaporous growth prior to the time that a bubble
becomes stabilized in the laminar bubble. Nevertheless, the
evidence now available does argue for the existence of an
initial phase of vaporous growth [10]. Four observations may
be made in support of this argument.

1 There are tensions in the liquid at the minimum-pressure
point on the body during inception. By tensions, we mean
static pressures less than vapor pressure.

2 When the cavitation is observed to change from the in
cipient or desinent forms to sheet cavitation, the tension at the
minimum pressure point is lost (or at least greatly reduced)
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and no individual bubbles are found at any point in the 
boundary layer upstream of the cavity. Similarly, as the free 
stream pressure is lowered, starting from noncavitating flow, 
no cavitation of any kind is observed on the body unless there 
is a tension at the minimum-pressure point. 

3 In the experiments cited in reference [10], the local 
pressures were such, just before a tension was produced at the 
minimum-pressure point or just after it was lost, that the 
water in the vicinity of the minimum-pressure point was still 
supersaturated with dissolved air. 

4 Thus, bubble growth by air diffusion would be only 
slightly affected by the above pressure changes if it could 
occur at all. Evidently the stream nuclei may be too small to 
permit such growth [13] and one concludes, tentatively at 
least, that the bubble must grow to a larger size than the 
original size of the nucleus before air diffusion starts. 
Presumably this increase in size occurs by means of a short 
period of vaporous growth prior to the onset of gaseous 
growth in the laminar-separation zone. 

Bubble Size After Initial Growth. Having indicated the 
reasons for vaporous growth, one must now consider the 
smallest possible size that the bubble must attain and its 
location on the body after this growth has occurred. As we 
have noted, the smallest size must correspond to that radius 
which will just permit gaseous growth. One can determine this 
radius, R,„, by using the theory of Epstein and Plesset [14]. 
This theory supposes that the bubble is at rest in an air-water 
solution which can be undersaturated or oversaturated. The 
rate at which a bubble dissolves or grows is calculated from 
the theory of diffusion. In reference [10], it is noted that when 
the liquid flows past a fixed bubble, the rate of air diffusion 
into or out of the bubble increases greatly compared to the 
quiescent-fluid case of reference [14]. However, in the present 
study, our interest centers on threshold conditions under 
which gaseous bubble growth is possible. The subsequent 
growth rate is another matter and the Epstein-Plesset for
mulation is the correct one for the problem at hand. The 
location on the body where bubbles of at least the critical 
radius Rm are to be found is in the laminar bubble. It is in this 
location that subsequent gaseous growth has been observed 
[1,10]. 

On the other hand, suppose that upon conclusion of 
vaporous growth the bubble is large enough to interact im
mediately with the free shear layer. Then it will be transported 
downstream into the region of the turbulent eddies, as noted 
in the aforesaid event (/). No gaseous growth will occur and 
visible inception will be observed. Thus, depending upon the 
height of the laminar bubble, there can be a second criterion 
for Rm. We will need to consider both of these possibilities 
later. 

Finally, it must be confessed that events (e), (/), and (g) 
have been enumerated for the sake of providing a reasonably 
complete picture of the inception process when laminar 
separation is present. If the cavitation bubble becomes 
stabilized in the laminar bubble at the radius R„,, as indicated 
in step (d), the subsequent events will occur automatically. 
Therefore, our theory of inception need not take the analysis 
beyond step (d). 

Having drawn the picture of the basic physical factors to be 
considered in the theory, we now turn to a mathematical 
formulation for a criterion of inception for bubble ring 
cavitation. 

A Stable Nucleus 

Previously, we have noted that it may be desirable to allow 
for nuclei which can exist indefinitely in the flow, as well as 
those which are small spherical air bubbles. In the latter form, 
the nucleus will have a short life and there are situations of 

practical interest in which one would not expect such unstable 
nuclei to be present. 

In most cases, the water will contain dissolved air and the 
nuclei will contain both air and water vapor. As one can see 
from the literature cited previously by [4-8, 11] a number of 
physical alternatives have been proposed to explain the 
existence of persistent nuclei. For our purpose, we will 
suppose that air or vapor bubbles are attached to small solid 
particles in the liquid. In this case, we may take the effective 
surface energy to be zero initially so that the nuclei can exist 
indefinitely [14], and by Henry's law [15], the partial pressure 
of air in the gas pocket will be proportional to the con
centration of air dissolved in the water. We will characterize 
the size of the initial gas pocket by an initial effective radius, 
R0. At this radius, the "effective surface tension" will be 
zero. 

As the bubble grows from its initial size, it will eventually 
assume a spherical shape and the effect of surface tension on 
the gases inside it will be given by 2a/R, where a is the 
coefficient of surface tension. The required behavior of the 
surface tension may be approximated by pa = 2S(R, a)/R 
where the "surface-tension law" S(R, a) is characterized by 
S(R0, a) = 0 and S(RU a) = a , in which we let Rt be that 
bubble radius at which the surface-tension law first achieves 
its full value, a, and further, we let R, = n R0 with n > 1. The 
simplest assumption which will approximate the complex 
variation of effective surface tension S(R, a) with bubble 
growth is that S(R, a) is a linear function of R. Then S = (R-
R0)a/R0(n - 1) for R0 < R < n R0 and S = a when R > n 
RQ. If one puts r = R/R0., then the surface-tension law can be 
written as 

S=< 

r - l 

n-1 
a , l<r<n 

(1) 

Note that the interval of linearly increasing variation of S with 
r does not include the dimensionless radius r = n. This value 
of r is included with those values which can also be greater 
than n because we can then put n = 1 and get S = a, 
corresponding to a spherical bubble for all physically at
tainable values of r. 

The surface-tension law of equation (1) is an attempt to 
account for an average behavior of a large number of nuclei 
of many possible initial sizes [16]. Compared to the molecular 
scale, bubble nuclei are macroscopic and ordinary concepts of 
surface tension for macroscopic systems apply. In order to 
obtain a stable nucleus, we have introduced another 
parameter, n, which governs the slope of the linearly in
creasing part of S(r, a). We are encouraged to ascribe an 
average behavior to such a large number of nuclei of many 
possible initial sizes because experiments involving bubble-
ring cavitation show that the zone of cavitation numbers at 
which cavitation starts is quite narrow. Thus, we can ap
proximate the observations by assigning a definite value of the 
cavitation number for inception (or desinence) for a given 
flow state. 

Critical Bubble Radius After The Initial Vaporous 
Growth 

As we have indicated in previous discussions of steps (c) 
and (d), we shall take the radius Rm to be the maximum radius 
attained in the course of vaporous growth. At the same time, 
it will be required that this radius be such that subsequent 
growth by air diffusion only is possible. We shall determine 
this critical condition for further gaseous growth under the 
assumption that Rm will be so small that the diameter, 2R,„ is 
still small enough to avoid immediate interaction between the 
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cavitation bubble and the free shear layer at the edge of the 
laminar bubble. The height of the laminar bubble is shown 
schematically in Fig. 1 with the maximum height, H, being 
near the downstream end of the laminar separation zone. 
Measured values of H have been reported by Van der Meulen 
[12, 17], and by Arakeri [18]. Their data are presented in 
reference [13] which shows H/D plotted against Re, the 
Reynolds number based on body diameter, D. Also given in 
reference [13] is an analytical approximation for these data, 
namely: 

H _ 111 

~D ~ Re1"9 ' ( 2 ) 

The laminar bubble forms a kind of parabolic wedge-shaped 
region in the flow. Therefore, it may not be appropriate for us 
to equate the critical bubble diameter directly to the maximum 
bubble height although this is one alternative to consider. 
Another is to use one-half of this value and put 

4 R,„ = 111 £>/Re0'79 • 

for the time being at least. In terms of the dimensionless 
bubble radius, r,„ = R„,/R0, we have 

55.58D 

where 0.5 < 8 < 1.0, is the range of the ratio of bubble 
diameter to laminar bubble height which is to be considered 
here. The consequences of using one or the other of these 
estimates for rm will be considered elsewhere. 

Turning now to the matter of gaseous growth in the laminar 
separation zone, we will also neglect all convective effects of 
bubble-wall velocity upon the process of air diffusion into or 
out of the cavitation bubble. Moreover, we will neglect the 
effect on diffusion rates of dissolved air convection caused by 
the main stream over the body. Our interest is restricted to 
ascertaining whether or not diffusion is possible in the first 
place, using only the simplest considerations. We shall not be 
concerned with the rates of air diffusion into or out of the 
bubble because once gaseous growth starts, the fact that the 
bubble is sitting in the laminar-separation zone makes the 
time required for gaseous growth of no importance. 

A previous publication [13] presents an analysis of the 
conditions which are favorable for gaseous microbubble 
growth in laminar-separation bubbles under the assumptions 
noted earlier. The major findings resulting from that study 
can be summarized as follows. 

It appears that when there is a laminar-separation bubble 
on a hemispherical headform, the separation zone can provide 
a favorable environment for gaseous growth when bubble-
ring cavitation or even when band cavitation is observed. We 
have also found that the gaseous growth must be preceded by 
a period of vaporous growth which starts in the low-pressure 
region upstream of the laminar-separation zone. For example, 
isothermal flaccid microbubbles either will dissolve if they 
could reach the laminar bubble or they will experience 
vaporous growth before reaching the laminar separation 
zone. Moreover, it is found that the most favorable condition 
for gaseous growth occurs at the time when a bubble, un
dergoing vaporous growth, just reaches its maximum radius. 
Therefore, the probability of bubble stabilization at a fixed 
point in the laminar-separation zone would be highest at this 
instant. The conditions for subsequent gaseous growth, once 
the vapor bubble has become fixed on the body, are somewhat 
more demanding. Nevertheless, it is found that the liquid in 
the water surrounding the bubble in the separation zone is 
definitely supersaturated for most flows of experimental or 
practical interest. Therefore, gaseous growth is almost certain 
to occur once the vapor bubble is in the separation zone. 

In terms of the present considerations, the chief analytical 
finding for the threshold of subsequent gaseous growth is that 

'»• = ( 7 - 0 ) - 1 , (3fl) 

which is valid only if rm > n. In equation (3a), y is the 
dimensionless dissolved-air-content parameter, 

y=paR0/2a , 

and /3 is another dimensionless parameter characterizing the 
static pressure in the laminar-separation zone: 

P = (K+CPs)/Ca , 

where the cavitation number A'is defined as usual by 

K-(Po -PvV y P Vo2 

Cp is the pressure coefficient at laminar separation, 

CPs = iPs-Po)/— P V0
2 

and C„ is related to the Weber number based on initial nucleus 
sizefl0, 

C„ = Aa/(RQ PV0
2) . 

The value of rm at the conclusion of vaporous growth must be 
greater than or equal to the value given by equation (3a) or 
less than or equal to the value given by equation (3). 

We may now turn to the statement for the criterion of 
cavitation inception. 

The Inception Criterion 

In view of the foregoing discussion, we can express the 
basic criterion for a theory of inception as the inequality, 

n < ( 7 - ( 3 ) - ' < rm < 550D/Re°-79tfo , (4) 

where 8 is the ratio of maximum vapor bubble diameter to the 
maximum laminar bubble height, 8 = 2R„,/H. 

Although condition (4) is the basic criterion as stated, there 
is still some need for further interpretation in order to guide 
its use. For example, condition (4) simply states two facts. 
The first is that the vaporous growth phase of a typical 
nucleus will end when the cavitation bubble reaches a 
maximum radius. The second is that this maximum radius is 
definitely limited. It must be large enough to insure gaseous 
growth once the microbubble comes to rest in the laminar-
separation zone. However, it cannot be very much larger than 
the laminar-bubble height. If these restrictions are satisfied, 
bubble-ring cavitation will definitely occur. 

Returning to event (b), we must also recognize that the time 
available for the nucleus to undergo vaporous growth from r 
= 1 to r = rm is limited by the extent of the region of 
favorable pressure on the body as well as the magnitude of /3. 
This maximum time for vaporous growth, t,„, is measured 
from the instant that 

K+Cp = 0 , 

where Cp = {p-pQ)\/2 p V0
2. At this instant, it is convenient 

to assume that 

/•(0) = 1 

and 

r(0) = 0 , 

although other more accurate initial conditions can be 
selected. We have already noted that the cavitation bubble 
will be carried into the laminar separation bubble and its 
arrival there establishes the duration, tm, of vaporous growth 
of the microbubble. At this time, the radius will also be at its 
maximum 
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Conclusion 

The establishment of the inception criterion given by the 
inequality (4) and its subsequent interpretation complete the 
objective set of this paper. At this point, it can be regarded 
only as a possible criterion for bubble-ring cavitation in
ception which must be tested by theoretical findings which 
follow from it and which can be compared with appropriate 
experimental results. It is planned to present this final phase 
of the work in a subsequent paper in which only vaporous 
growth in the range, 

1 </•</•„, , 
need be considered. 
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Phase Distribution Mechanisms in 
Turbulent Two-Phase Flow in 
Channels of Arbitrary Cross 
Section 
An analytical model for the phase distribution mechanisms in fully developed 
turbulent two-phase flow in channels of arbitrary cross sections has been derived. 
The model has been applied to the special case of cylindrical pipe flow, and com
pared with existing data. It has been found that, for bubbly flow, it is the 
distribution of the liquid phase turbulence which determines the void distribution. 
Furthermore, the void distribution depends on the anisotropic nature of the tur
bulent two-phase flow. 

Introduction 

The subject of two-phase flow has important practical 
application in such diverse areas as the petroleum, chemical, 
and power industries. Recently, the study of the safety of 
nuclear power reactors has led to an increased demand for 
understanding two-phase flow systems under a variety of 
conditions. 

Most experimental investigations of two-phase flow have 
consisted only of the measurement of global parameters, such 
as static pressure drop and quality. As a consequence, em
pirical and semiempirical correlations, which are restricted to 
specific geometries and flow conditions, have attained 
unusual prominence. 

One of the least understood, but most important aspects of 
two-phase flow, is the multidimensional effects which occur. 
The constitutive equations needed to complete the set of 
conservation equations are not yet known, and thus we are 
currently unable to adequately explain many phenomena of 
interest, such as flow regime effects and measured rod bundle 
subchannel void distributions [1]. 

Two-phase vertical cocurrent bubbly flow in a circular pipe 
exhibits bubble layers near the wall [2]. This feature of the 
flow is not due to the method of injection of the vapor phase 
[3], but is an intrinsic property of the two-phase flow. Beattie 
[4] has derived void profiles based on a simple momentum 
balance (i.e., constancy of the Reynolds stress) and an em
pirical relation between the local void fraction and local liquid 
phase axial velocity. 

The purpose of this paper is to provide a framework for the 
detailed understanding of two-phase flow multidimensional 
void distribution mechanisms from the point of view of 
momentum conservation, and thus to provide a basis with 
which experimental data can be compared and interpreted. 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the,Fluids Division 
March 24, 1980. 

Discussion 

To analyze the mechanisms of phase distribution, it is 
necessary to derive a model which represents the physical 
phenomena. We shall derive the analytical model for 
adiabatic, fully developed turbulent two-component two-
phase flow in a channel using the time-averaged conservation 
equations for mass and momentum. 

Ishii [5] has formulated the two-fluid model by considering 
each phase separately. Following Ishii, we define the time-
average of function 4>{r_,t) by, 

fa ,t)=-\ 4>(r ,t')dt' 
T Jt-T 

The volume fraction of phase-Ac, ak, is defined by, 

<*k=Xk 

where Xk is the phase indicator, or characteristic function, r , 
given by: 

* * = 
1, if £ is inphase-Ar 

0, otherwise. 

The average densities and pressures are defined in terms of 
the Jf-weighted average, defined by, 

4>k =Xk4>k/Xk 

The average velocities are defined in terms of the .Xp-weighted 
average, defined by, 

~4>kp=XkPk4>klXkpk 

The time-averaged equations of conservation of mass and 
momentum are (dropping the symbols for the averages): 

3 3 3 
-Tj^kPk) + y (<*kPkUXk)+ — \<XkPkUyk) 

+ Y (oikpkuZk)=Yk (1) 
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The phasic momen tum equation for the ^-direction is, 

<XkPk\ 
du 

+ ur 

du 
££_ + UV 

dur dw, 
dt '"x" dx '"yk~^+Uzk~teL. 

dPk 

dx 
= - °<k ~^7 + akpkgXk + —[«*(TXXj< + rjk)] 

a a 

+ ~fy[oik ( T ^ k + T*T?k )]+Tz
 {ak ( T ™ k + T " » ) ] 

da* 
+ (Pki-Pk)-j^ + (« , w - " ^ ) r* + M° k 

for the j ' -direction, 

r duVl, du r divv, dHv. duv. duv, "| 

* *L 9? * dx yk dy Zk dz J 

dpk d -
= ~ak~dy~+ akPkg'k + ^ [ 0 l k (T*-* + Tw * ) ] 

dx' 

d 

~by' 
+ ir. [«t ( ^ + T - / t ) ] + — [a* (ryZk + TJZ k)] 

dctk 
+ tP*(- - P * ) y + (Uykl -uyk )Yk+Myd 

and for the z-direction 

9«z dHz du2 dwz 

dt 

tyk 
dz 

dx ' " n dy 

d 
- ak -ff- + <*kPkgzk + i~ [«* ( ^ + T ^ )] 

a a 
+ ^[cik ( T « * + T« *)] + Yz

 [ctk ( T « * + r « *)] 

do* 

dz 
+ (Pkl ~Pk) ~ + («**. - « * , ) r*+Af?t 

Here, 

^ = - ( u * - u f " ( u i - u f ' , ) w 

(2) 

(3) 

(4) 

and, 

where, 

M * = N V + M / + M r 

r * = - ^ d i s c n i t v * ( u * - u / ) / M „ . 7 ' 

M*" = - L disc ^pk/U„. T= -pk. V a* 

Mk
d^2]disc n t . I k / u n . T 

M* r=I]disc 3**P*(u* -Ui)] i*/"»/ : r~y*i r* 

with Edisc representing the sum over the totality of interface 
crossings at point r_, during time interval t—T< t' < t, and 
nk is the unit normal exterior to phase-A. 

We shall assume vertical flow, thus gz = — g, gx =gyk 

= 0. We shall also assume that pk. = pk = p. We shall 
further assume that M|J = bM (uZ/ —ut) = -Mf . Also, p„ 
and pi will be taken to be constant. 

For steady, fully developed, adiabatic, two-component 
two-phase (i.e., air/water) flows, in which there is no 
secondary flow structure, the transverse velocities are zero 
(i.e., uX/c =uy = 0). In this case, the phasic continuity 
equations are identically satisfied, and, neglecting viscous 
effects, the phasic momentum equations can be written [Ishii, 
1975], in the Ar-direction: 

dp d d 

dx dx dy' 

- ( 1 - « ) " ^ + ^ [ ( 1 - « ) T £ , ] + ~ Id - « > T & , ] = 0 

in the ^-direction: 

dp 3 

dy dx 
- a ~ + ^ [ a ^ J + ~[arjy J = 0 

3 

3y' 

(5) 

(6) 

(7) 

• ( 1 - « ) ^ - + ^ K 1 - « ) ^ , ] + | ; K i - « ) r j r > , ] = o (8) 

Nomenclature 

bM 

c, 

c2 

c2 

F(a) 

^ ( * , / ) 

interfacial drag coef
ficient 
constant of propor
tionality between liquid 
and vapor phase 
Reynolds stresses 
constant of integration 
for isotropic pipe flow 
constant of integration 
for nonisotropic pipe 
flow 
constant of integration 
for flow conduits of 
arbitrary cross section 
f In [a«/(l - a)] 

'(ui>Ujl')/[(u'Xi)1 + 

(iV)2 + («vr l 
gravitational acceler
a t ion componen t 
p h a s e d in /'-direction 
gravitational acceler
ation 

of 

G(a,K,) 
i, J 

I(x,y) 
k 

Kk 

Ji 

ft*d 

Pk 
Pki 

= 
= 

= 
= 

= 

= 

= 

= 
^ 

t\n{oP/\(\~a.)Kix-o\\ 
coordinates (x,y,z or 
r,6,z) 
anisotropy function 
phase indicator (/ = 
liquid, v = vapor) 
turbulent kinetic energy 
of phase-A: 
liquid phase superficial 
velocity 
interfacial drag on 
phase-A: in /'h direction 
pressure of phase-A: 
interfacial pressure of 
phase-A" 

Q = 

r = 
R = 
t = 

"jk = 

£c 

u '•J*i 

Pv 

Pi 

radial position 
radius of pipe 
time 

velocity of phase-A: in j -
direction 
interfacial velocity of 

UJ k = 

x,y,z 

X 

xk 

otk = 

Tk = 

e = 
Pk = 

TUk = 

7'Ik 

Subscripts 

10 
20 

phase-A iny-direction 
velocity fluctuation of 
phase-A" iny-direction 
Cartesian coordinates (z 
is in axial direction) 
flow quality 
phase indicator func
tion 
vapor volume fraction 
(i.e., void fraction) 
volume fraction of 
phase-A 
interfacial mass transfer 
rate of phase-A: (per unit 
volume) 
aximuthal angle 
density of phase-A" 
viscous stress of phase-A" 

turbulent Reynolds 
stress of phase-k 

single-phase 
two-phase 
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in the z direction: 

dp 3 _ 3 
~a~^ <*Pvg+ IT [<xTxz ]+-r-laTiz ] 

dz dx " dy • " 

+ bM(uZl-uZv) = 0 

- ( l - a ) 4 ^ - ( l - a ) p ^ + ^ - [ ( l - a ) r i ; / ] dz dx 

+ ^l(l-a)Tjzl} + bM(uZv-uzl) = 0 

(9) 

(10) 

It should be noted that equations (5)-(8) involve a, p , and the 
x and ^-components of the Reynolds stresses. 

We can eliminate the pressure gradient from equations 
(5)-(8) by multiplying equations (6) and (8) by a / ( l - a) and 
subtracting the result from equations (5) and (7), respectively. 
The resulting equations are, 

a d d T 3 
dx " dy y' (1 - a) dx 

[ ( 1 - « ) T £ , 1 

( 1 - a ) dy 
[ ( 1 - a ) 4 , 1 = 0 (11) 

d 

dx 
[arT d T 

xv ] + T~ [<XTVV 1 -
3v ( 1 - a ) dx l ( l -« )4 l 

; [ (1-0)4,1=0 
(\-a)dy"~ """>' ' ( 1 2 ) 

These equations relate the turbulence structure to the void 
profile. If we expand out equations (11) and (12), we obtain, 

/ T a T \ da r a r \ 3a 

V " " + ( T ^ j 7 x x > ) ~dx~ + (jxy«+ ( T ^ ) T x y ' ) dy 

d_lk± ! dT*y» 
dx dy dy ) 

(13a) 

and, 

af^_a4i | drT
yyv 3 4 , 1 _ 0 

^ r)v r iv / h ; / )v J 

0 - « ) * 
7" 

3a 

~3j 

(13ft) 
dx dy dy 

Let us assume that the turbulent structure of the vapor phase 
is proport ional to that of the liquid phase. Tha t is, let us 
assume, 

-xP = C, 
-Xp 

<//";/ 
which can be more conveniently written as, 

• • • I * ' 

Pv 

Pi 
C.rliqrl, 

(14) 

(15) 

where Ct is not a function of the local dependent variables, 
but is likely a function of the cross sectionally averaged void 
fraction, < a >, and perhaps the flow rate . 

Assumption (14) is a reflection of the strong coupling 
expected between the motions of the separate phases. For low-
quality bubbly flows, most of the gas phase velocity fluc
tuations are due to the tendency for the bubbles to follow the 
liquid phase velocity fluctuations. In this low-quality range, 
we expect C, = 1 . Serizawa's data [2] on the gas phase 
velocity fluctuations confirms this, and further indicate that 
Cj increases with increasing quality. For higher quality flows, 
however, there are other considerations. First, Serizawa's gas 
velocity fluctuation data must be treated with caution, since 
his experimental technique was based on the measurement of 
interface crossings, and thus cannot capture all the gas phase 
velocity fluctuations. Second, the assumption that equat ion 

(14) is valid assumes that the bubbles are smaller than the 
integral scale of the turbulence, since it has been assumed that 
the liquid phase turbulence drives the bubble fluctuations. 

The implication of equation (14) is that the vapor turbulent 
stresses are negligible compared with those of the liquid. 
Indeed, perturbing q produced no appreciable effect on the 
solutions of the equations, as long as C, was of order one. 

Combining equation (15) with equations (13a) and (13ft), 
and dividing through by a, we obtain, 

1 ~) 3 a ,. f 1 ~) 3a 

- ( • 

q/ct + 
( l - a ) i 

H<7-1)[ 

3a r 

Jx~+Txy 

dx 
l + <Ki 

'["a +(Ty dy 

dy ) 

f 1 ") 3a T ( 1 ~) 3a 

•\q"* <==,j i; +^l«'"+ <==,J -^ 

(16a) 

(16ft) 

Equat ions (16a) and (16ft) can be conveniently rewritten in 
terms of the variable F(a), where, 

F^lnT-"—1 
L ( l - a ) J 

combining equations (16) and (17) we obtain, 

T BF(a) 
Txx< dx 

T dF(a) 
Txy> ~dx~ 

+ T xy, 

+ T. yy i 

dF(a) 

3F(a) 

~dy~ 

= (l-<7)[ 

= 0-<7)[ 

3 4 , dTT
xyi 

dx dy 

d_Zkj_ +
 d_Jyy_L 

dx dy 

(17) 

(18a) 

(18ft) 

If we multiply equation (18a) by rjy and equation (18ft) by 
T £ and subtract , the resulting equation is, 

dF(a) 

dx 
U-<7) 

lyy> dx 

+ T 

ITT TI _(TT \ 21 
Vxxi 'yy i V 'xy i f J 

T *y i _TT *y i _TT 07yy \ (19a) yy> dy xy' dx xy> dy -

Similarly, if we multiply equation (18a) by r j y / , and subtract 
it from equation (18ft), times TXXI , we obtain, 

dF(cc) ( 1 - g ) r T 3 T ^ 

dy IrLjJy,-^,)2]^' dy 'xy i 

drT drT 

T yx I T xy j 
'Txxi a „ ~Txyi 

xy> dx. J dy '*" dy 'x,i 3x ) il9b) 

At this point, it is convenient to introduce some additional 
notation for the turbulence terms. The total turbulent kinetic 
energy of the liquid phase is given by, 

1 
^ / = A

T P / [ ( " ; / ) 2 + ( " ; ; ) 2 + ( « ; ; ) 2 ] (20) 

while the rat io of the turbulent kinetic energy in a given 
direction, to the total turbulent kinetic energy, is defined as, 

Fxx(x,y)t(u;i)
2/[(u^l)

2 + (u;i)
2+~UiJ~^} (21a) 

Fxy(X,y)tux\u;,/[(«; , ) 2 + ( « ; , ) 2 + ( « ; , ) 2 ] 

F ^ ( ^ ) =
A ( « ; ; ) 2 / [ ( « ; / ) 2 + ( « ; / ) 2 + ( W ; / ) 2 ] 

Using equations (11), (20), and (21) we can write, 

TTxxt = - 2K[FXX 

Txy j ~ £K-irXy 

(21ft) 

(21c) 

(22a) 

(22ft) 
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Tjy/ = -2K,Fyy (22c) 

Combining equations (22) with equation (19a), we obtain 
(after some algebra), 

bF _{l~q) dK, ( 1 - g ) r bFxx 

bx K, bx [F^F^-FU I yy dx 

+ Fm 
bFx, bFx, bF, yy 

yy by xy dx 

Similarly, equat ion (19ft) becomes, 

dF (l-q) bK, 

by K, 
( 1 - 9 ) 

*" by ) 

f „ dF„ 

(23a) 

*s l*xx ̂ 'yy ** xy\ 

bx bx 

by 

(23ft) xy by 

Equat ions (23) can be written more compactly if we define a 
new parameter , G, which is given by, 

GtF(a)-lnK)-" =lJ ^—r-} 

Combining equations (23) and (24), and noting that , 

bG _bF _ (l-q) dK, 

dx, bx, K, bx, 

we obtain, 

(24) 

bG ( 1 - 9 ) bFX] 

dx [FxxFyy-F
2
xy]i yy dx 

+ F ^ + yy by 
-F„ 

dFxy 

bx 

and, 

bG 

Qj \r xx" yy " Xy\ 

( 1 - 9 ) 

xy by J 
(25a) 

by bx by 

dFxx 

bx 

Let us recall from the definition of a line integral, 

t*J ( bG bG ~) 
G(x,y)=G(x0,y0)+\ } ~—dx+ —— dy\ 

•>x0,yo C bx by J 

thus, combining equat ions (25) and (26), 

G(x,y)=G(x0,y0)-(l-q)I(x,y) 

where, 

(25ft) 

(26) 

(27) 

/ ( * , i x,y 1 bFr, 

i^xx'yy r'xy\ v OX "QJO V'xx^yy 

+ FV] 
dFxy 

by 

bF, 

bx 

bF„ 

by 
xy-Fxy^£-}dx 

+ \FX1 

bF, bF 
yy , p ul xy 

by bx 
-F„ 

dFxy 

' dy 
dF» 
bx 

}dy (28) 

Combining equations (24) and (27), and taking the ex
ponential of the resultant equat ion, 

a" - , 
= C}K)-"e-u-<i)Hxj>) (29) 

( l - « ) 

where, 
C eG(x0,y0) (30) 

Since q < < 1, the relation between a and K, given by 
equation (29) is quite insensitive to the value of q. Thus, mines 
the lateral void distribution. 

It is also interesting to note that I(x,y) is a line integral 

which quantifies the amount of anisotropy in the turbulent 
structure. For the special case of isotropic flow, 

(31a) 

(31ft) 

XX " " W ™ ' 

and, 

Fxy=0 

Thus , for isotropic turbulence, equat ion (28) implies, 

l(x,y) = 0 (32) 

and equat ion (29) reduces to , 
a1 

d-«) 
:C3K}-1 (33) 

In order to evaluate I(x,y) for the more general case of 
nonisotropic turbulence, we must have information on, 

(uX/)
2,(Uy,)2, (uz/)

2 and, u'Xju'yj. 

Application to Pipe Flow 

Serizawa, et al. [2], have made detailed measurements in 
axisymmetric turbulent two-phase a i r /wate r flow in a circular 
pipe. To be able to use their data , it is convenient to express 
equat ion (29) in terms of the polar coordinates r and 6, where, 

x = rcosd (34a) 

y = r sind (34ft) 

This can be done by converting I(x,y) to polar coordinates. 
This conversion is s traightforward, but rather lengthy and 
tedious. It is much easier to proceed directly from the radial 
m o m e n t u m equations to the corresponding result. We shall do 
this here. First, the radial momen tum equation for the gas 
phase, corresponding to equat ions (5) and (7), is, 

br dr " r " " 

and for the liquid phase, 

bp d_ 

br dr 

(36) 

(1 - a) -z- + ~ [(1 - oiirl, ] + — 0 - «)[*£, 

The pressure gradient, bp/dr, can be eliminated as before 
by subtracting a / ( l - a) times equation (36) from equation 
(35). Also, if we assume the equality in equation (14), and 
define, 

1 
K,t-Pl[uri')

2 + (uei')
2 + (uz/f} 

FrrHuri')
2/{(Ur<)2 + (U6/')

2 + (Uz/')
2} 

FMHue>)2/[(ur/)
2+(ue>)2 + (uz>)2] 

We obtain, 

v« ^ rFm-F„ 

(37) 

(38a) 

(38ft) 

dG_Ad 

dr = IK«n^)]-<-"(; 
rF„ 

+ 
dFrr/dr^ 

F,r J 
(39) 

which is analogous to equations (25). 
Integrating equat ion (39) with respect to r gives, 

( 1 ~^ T ^=C 2 F r r - exp [ - ( l - , ) j ; 

Fee(r')-Frr(/•'), , 
dr ] (40) 

r'Frr(r') 

where C 2 is the constant of integration. We see that equations 
(40) and (29) have the same functional form. 

Unfortunately , there exist very little da ta on the turbulence 
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x X = 0.0341 
• X = 0.0258 
A X = 0.0170 
o X = 0.0085 

F:(r) 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 r / R 

Fig. 1 C2 versus r/R for isotropic turbulence 

structure of two-phase flows. However, let us now compare 
equation (40) with those data which do exist. The most 
comprehensive set of data in the literature is that of Serizawa, 
et al. [4]. In Serizawa's experiment, a bubbly air/water, two-
phase mixture at atmospheric pressure flowed upward in a 
vertical pipe of 60 mm dia. Local turbulence and void fraction 
data were taken at different axial positions in the pipe with 
various probes. 

While not enough measurements were made to completely 
define the anisotropic structure of the liquid phase turbulence, 
they did measure the radial void fraction and phasic velocity 
fluctuations in the axial direction. Since Serizawa, et al., did 
not measure the phasic velocity fluctuations in the other 
directions, it was not possible to directly calculate the func
tions F„(r) and FM(r) needed to completely verify equation 
(40). We have therefore investigated the implications of 
various assumptions about the turbulence structure. This was 
accomplished using reasonable assumptions about the func
tions Fn and Fm, and employing Serizawa's data for a(r) and 
Kz (r). The parameter q was taken to be 0.001. The constant 
of integration, C2,was calculated from Serizawa's data on a 
and the assumptions about the F 'sv and was plotted as a 
function of r/R. If the parameter C2 was independent of 
radial position (as it must be), then it was assumed that the F„ 
and Fee chosen were correct. 

The most obvious assumption to try first is isotropy. For 
this case, 

Frr
=Fee = 

1 (41) 

and, 
<VC23-<'-«> (42) 

Figure 1 shows the result if the turbulent structure is 
assumed to be isotropic. It is obvious that the constant of 
integration (C2) is not radially constant, and thus the 
isotropic assumption is not valid. Moreover, void profiles 

D Fz(r) 
4 F8(r) 
O Fr(r> 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

r/R 
Fig. 2 Laufer's data (1954) in terms of Ft(r) 

j t " l.03m/s 

O X =0.0085 
A X =0.0170 
a X =0.0258 
x X = 0.034 
O X =0.0427 
A X = 0.0511 

0 

Fig. 3 62 evaluated using the data of Laufer (1954) 

predicted from the isotropic assumption were not physically 
reasonable. 

A less obvious assumption about the turbulence structure is 
that it has the same .F-values as in single-phase pipe flow. 
While this has no more basis than assuming isotropy, the two 
drastically different cases seem to bracket the data, and 
suggest that the actual degree of anisotropy lies between. 
Thus, let us assume that the Frr(r) and Fm(r) can be 
determined by using Laufer's single-phase turbulence data 
[6]. These data imply Fn and Fm which are shown in Fig. 2. 
The resultant constants of integration (C2) are shown in Fig. 
3. 
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0 0.2 0.4 0.6 0.8 
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Comparison of Figs. 1 and 3 indicates that the correct 
assumption about the two-phase turbulent structure lies 
somewhere between isotropic and^ single-phase anisotropic 
turbulence. That is, in Fig. 3, C2 increases, rather than 
decreases, with radial position as in Fig. 1. Thus the ap
propriate two-phase turbulence is obviously more isotropic 
than the corresponding single-phase turbulence, but is clearly 
not isotropic. It appears that the presence of the bubbles 
breaks up the large eddy structure characterizing single-phase 
turbulence, resulting in less anisotropy. 

In order to better appreciate the effect of the anisotropy, an 
optimization analysis was performed using interactive 
graphics [7], Using this technique, we were able to make C2 

radially constant by optimizing Frr(r) and Fm(r) for each 
cross-sectionally averaged flow quality X. A typical deter
mination of the functions Frr(r) and Fm{r) is shown in Fig. 
4. The corresponding results for C2 are shown in Fig. 5_, and 
are seen to be radially independent. We note that C2 = 
C2(<a> Ji), wherey'/ is the superficial velocity of the liquid 
phase. 

Figure 6 shows the comparison of a(r) for various X, as 
predicted by equation (40), using the functions Frr(r) and 
Fm(r) deduced using interactive graphics. It is obvious that 
equation (40) captures the observed data trends when a 
reasonable turbulent structure is assumed. 

Summary and Conclusions 

The mechanisms involved in lateral void distribution in 
two-phase flows are complex on the microscopic scale, and 
involve interactions of the phasic flow fields, the pressure 
distribution, and the wall. Nonetheless, an exact analytical 
expression relating the time-averaged radial void distribution 
to the turbulence structure of the continuous phase has been 
derived for fully-developed, adiabatic two-phase flows, in 
conduits of arbitrary cross section. Thus, in spite of the 
complex microscopic processes, the radial void distribution 
can be predicted from an adequate model of the turbulence 
structure. 

It appears that the void distribution in channels with ar
bitrary cross section is governed by the anisotropic nature of 
the turbulent two-phase flow. From examining axisymmetric 
pipe flow, we conclude an adequate model for the anisotropy 
is important for predicting the void distribution. However, 
for two-component bubbly flows, the void distribution is well 
described by the model proposed herein. 

For the special case of axisymmetric flow in a cylindrical 
pipe, the corresponding expression relating the void profile to 

1-2 
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F ig . 6 Pred ic ted v o i d f r ac t i on , a(r), p ro f i l es for / , = 1 . 0 3 m/s (data of 
Ser izawa, e t a l . , 1976) 

the turbulence structure is given, and shown to be consistent 
when compared with existing data. However, more complex 
information about the turbulence structure is required to 
predict the void profile both in the axisymmetric pipe and in 
arbitrary cross sections. This suggests that more work on two-
phase turbulence structure is needed to have a fully predictive 
void profile equation. It is hoped that future experimental 
work will provide the necessary data for complete verification 
of the model. 
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numerical simulation of unsteady or transient flows. Contributions that provide experimental verification 
are encouraged, however. Papers in the following areas are especially solicited: 

8 explicit versus implicit methods of analysis 
8 numerical interpolation approximation 
9 effect of variable wave speed 
9 numerical simulation of frequency-dependent friction 
8 numerical stability 
8 effect of high level of fluid friction on numerical convergence and stability (oil pipelines and condenser 
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8 simulation of vapor pocket formation and collapse 
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clusions of work, with supporting figures and tables, if necessary. Abstracts are due to one of the organizers 
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A Four Hole Pressure Probe for 
Fluid Flow Measurements in Three 
Dimensions 
A pressure probe which facilitates measurement of mean flow quantities in three 
dimensions simultaneously is described. Its main feature is a tip shaped like the 
frustrum of a pyramid, with three-side holes equispaced around a central hole. Flow 
quantities are related to the hole pressures by calibration, so that the tedious 
procedure of nulling or pressure balancing can be avoided. The advantages of this 
configuration over five-hole probes are that a simpler probe with a smaller head 
results, fewer pressures need to be recorded and because no redundant information 
is collected, determination of the dependent flow quantities is simpler and unam
biguous. 

Introduction 

Multihole pressure probes have been used in various forms 
over many years for measurements of mean fluid velocity and 
direction [1], Probes with four equispaced side holes around a 
central hole (five-hole probes) are commonly used where 
measurements are to be made in three dimensions [1-4]. 

Originally, a technique of rotating the probe until the 
pressures on opposite side holes are balanced was employed 
with five-hole probes [1]. Thus, four symmetrically disposed 
side holes were preferred. Pressure probes have also been 
operated at fixed orientation; the flow angles, velocity, and 
total pressure being calculated from the hole pressures using 
relationships which are predetermined by calibration [2-5]. 
This technique involves a large amount of work in calibration 
but since tedious rotations to balance pressures are not 
required, a calibrated probe is very quick and convenient to 
use, particularly when an automated data collection system is 
available. Furthermore, inaccuracies in probe construction, 
which would produce errors with a nulling technique, are 
accounted for by calibration. Some methods [6] use a com
bination of nulling and calibration. 

The practice of using five pressure holes for three 
dimensional probes involves redundant information. Since 
there are only four independent quantities to be measured, 
say, two direction angles, speed, and total pressure, it is 
possible to determine them with only four measurements of 
pressure provided that the pressures measured are in
dependent values, that is, none can be determined from the 
other three. 

The advantages of a four-hole probe over a five-hole probe 
are that less measurements need to be made during operation 
and calibration of the probe, a simpler probe with a smaller 
head can be produced, less pressure measurements are 
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required, and since no redundant information is collected, 
determination of the dependent flow values is simpler and 
unambiguous. 

This paper describes the design, calibration, and use of a 
four-hole pressure probe for measurement of flow direction, 
speed, and total pressure in three dimensions. 

Probe Design 

Details of the probe construction are shown in Fig. 1. A 
"cobra" configuration was chosen to allow rotation about 
the shaft axis without altering the measuring position. This 
feature is of considerable advantage during calibration and it 
allows selection of the most suitable region of the calibration 
function during measurement. 

A central hole gives accurate measurements of total 
pressure. At low incidence angles, the pressure recorded at the 
central hole is close to the total pressure and therefore error in 
the calibrated difference is less critical. Equal spacing of the 
remaining three holes around the central hole gives the most 
nearly uniform angular sensitivity. 

Although its sensitivity is reportedly less, a pyramidal 
shaped head was chosen instead of a spherical or conical head 
for several reasons. It is relatively easy to manufacture, ac
curate location of the side holes is less critical because of the 
absence of steep pressure gradients over most of the flat area 
in which the hole is located [1], and the positive location of 
flow separation at the junctions of the flat surfaces insures 
minimal sensitivity to Reynolds number [1]. 

The side hole surfaces were ground flat to 45 deg to give 
maximum angular sensitivity at low incidence angles. 

Calibration Functions 

Pitch and yaw a and 6, shown in Fig. 2, were chosen as 
measures of relative flow direction. This allowed 6 to be 
varied (without altering a) by rotating the probe about its 
axis, a feature which is convenient. 
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Fig. 1 Details of probe construction 

To utilize the symmetries of the probe tip, the space im
mediately upstream was divided into six similar zones, as 
shown in Fig. 3, by the following convention regarding side 
hole p ressu resp A , pB, andp c ' • 

PA > PB > Pc, zone 1 

PB > PA > Pc, zone 2 

PB > PC > PA, zone 3 

Pc > PB > PA, zone4 

Pc > PA > PB, zone 5 

PA > Pc > PB, zone6 (1) 

Consider the probe at orientation (a, 6) in a fluid stream of 
speed u. 

If the three-side hole pressures PA, PB, a n d P c , are labeled 

A I R F L O W 

T I P PLANE 

Fig. 2 Convention for flow angles 

Pi, p2, and Pi in order of decreasing magnitudes, the 
dimensionless ratios 

and 

X, 

X,= 

Xn = 

J\. f 

Pl~Pi 

Po-Pi 

Pt -Pi 

Po-Pi 

Vipu2 

Pa-Pi 

PT-PO 

P0-P3 

(2) 

(3) 

(4) 

(5) 

will be independent positive finite values. Note that because 
of the zoning convention, the common denominator p0 - p3 

can never be zero or negative. Because of the choice of 
numerators in Xj and X2, each zone corresponds to a 
quadrant in the Xl, X2 plane. 

The influence of Reynolds number on the foregoing ratios 
is expected to be small for values of Reynolds number greater 
than 1500 (based on the outside dimension of the tip) [1]. 
Thus for moderate speed variations about the region of 
calibration, each ratio can be considered a function of the 
angles a and 8 only, i.e., 

Xi = Xi (a,d) 

xD = x 
(a,8 

D ( a , i 

(6a) 

(6b) 

XT = XT (a,d) 

Since Xt and X2 are independent functions of a and 6, the 
relationships (6a) allow determination of the inverse 
relationships 

a = a (Xi, X2) 

(7) 

(Xi, X2) 

PA 

PI 

PB 

,PI 

Pc 
Po 
PT 

,P} 

N o m e n c l a t u r e 

X, = 

side hole pressures X2 = 
center hole pressure 
total pressure 
side hole pressures in XD = 
order of decreasing 
magnitude 
nondimensional pres- XT = 
sure ratio (p2 - / ? 3 ) / 

(Po ~Pi) 

nondimensional pres
sure ratio (pi - p2)/ 

(Po ~Pi) 
nondimensional pres
sure ratio Vipu2/ 
(Po ~Pi) 
nondimensional pres
sure ratio (pT - p0)/ 
(Po ~ Pi) 

Re = Reynolds number based 
on probe tip size 

u = fluid velocity 
7 = pitch angle (relative to 

flow) 
6 = yaw angle (relative to 

flow) 
p = air density 
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and by substitution into (6b) 

XD = XD (Xx, X2) 

(8) 

XT = XT (Xx, X2) 

Equations (7) and (8) are the relationships to be determined 
in each zone by calibration. 

The flow quantities can be estimated by calculating Xx and 
X2 from measurements with a calibrated probe, determining 
to, 9, XD and XT using relationships (7) and (8), and then 
calculating u and/> r thus 

u = [2XD(p0-pl)/p}'/' (9) 

pT = p0+XT(p0-Pi) (10) 

It should be noted that the form of functions a (Xi, X2) 
and 9 (X{, Xi) will vary between zones because the probe tip 
is not symmetrical about the pitch axis. However, the func
tions XD (Xx, X2) and XT (Xx, X2) will theoretically be 
similar throughout the zones. Had flow direction been ex
pressed in terms of a cone angle and a dihedral angle between 
the flow and meridian plane, each of the flow functions would 
have theoretically been identical in all zones. The present 
convention was chosen because a and 9 relate directly to the 
mechanism for manipulating the probe. 

Calibration Procedure 

The probe was calibrated in a small windtunnel comprising 
a bellmouth entry, a 4.25 to 1 contraction and a 0.203 x 0.305 
m working section. In the free stream of the working section, 
the spatial variation of velocity was ±0.5 percent and the 
turbulence level 0.5 percent. A velocity of 38 m s"1 was used 
for the calibration (Reynolds number based on tip width Re 
s 8 x 103). 

The probe was held in a tooth-tracked guide rod throughout 
the calibration and remained fixed in that rod during use. The 
rod was held in a traversing mechanism which allowed 
translation of the probe along, and rotation about, its axis. A 
protractor permanently attached to the traverse mechanism 
was used to determine rotation (yaw angle). 

The mechanism was mounted on an arm which could be 
rotated about an axis normal to the probe axis and the tunnel 
axis. The arm rotated about the probe tip. Thus the pitch 
angle a could be altered without moving the probe tip. 

Point calibrations were carried out at all combinations of 
pitch and yaw angles from - 5 0 to +50 deg in 5 deg in
crements. At each orientation, the four head pressures, the air 
velocity, and total pressure was recorded. The four ratios Xx, 
X2, XD, and XT were calculated and the relationships 

a = a (A-,. X2), 

9 = 9 (Xx, X2), 

XD=XD (XX, X2), 

and 

XT=XT (Xx, X2) 

were then determined at regular intervals in Xx and X2. 

Results 

Figures 4, 5, and 6 show the relationships between a, 9, XD, 
XT and (Xx, X2) for zone 1. In the region of zero pitch and 
yaw angles, Xx and X2 have sensitivities of about 0.06 per 
deg, which is higher than the reported sensitivity of a five-hole 
spherical tipped probe [1]. 

Figure 5 shows XD as a function of Xx and X2. Over the 
calibration range, XD varies between 0.65 at (Xx, X2) = 
(0.96, 0.00) to 2.2 at (XX,X2) = (0.8,1.6). At yaw angles less 
than 20 deg, XD is less sensitive to probe orientation and 

ZONE 6 

Fig. 3 Zone numbering convention 

PITCH 1 

0° -5° -10° -15° -20° -25°-30°-35°-40° -45° YAW 8 

Fig. 4 Pitch angle 7 and yaw angle 0 versus (X1, X2); zone 1 

therefore very accurate measures of u can be expected in this 
region. 

The relationship between XT and (Xx, X2) is shown in Fig. 
6. At pitch angles less than 20 deg, XT is relatively insensitive 
and approaches zero in the form of a parabaloid as (a,6) 
approaches (0,0). Therefore, very accurate estimates of pT are 
obtainable in this region. 

Use of the Probe 

After calibration, the probe remained in the toothed guide 
rod and traversing mechanism, in which it was calibrated. The 
complete mechanism, including protractor and rotatable 
mount, was transferred from the dowelled calibration 
mounting bracket to an identical bracket at the desired 
measuring location. Thus, the datums for pitch and yaw 
angles were defined relative to features of the mounting 
bracket. 

Having measured the four pressuresPO,PA<PB> a n d P c > t n e 

side hole pressures are ranked in decreasing order and labeled 
P\,p2, and p-i respectively. This operation also determines the 
approach zone. The pressure ratios Xx and X2 can be 
calculated and the calibration data for the appropriate zone 
utilized to estimate a, 9, XD, and XT. This last operation 
requires two dimensional interpolation in the Xx, X2 plane 
between the actual calibration points. Although this can be 
done by hand, a computer program was found to be more 
accurate and convenient. 
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A third order polynomial surface was fitted to the 20 
calibration points nearest the point of interest in the Xt, X2 

plane using the least squares criterion. The polynomial 
function so determined was used for interpolation. Finally, 
the velocity u and total pressure pT are determined using 
equations (9) and (10). 

Accuracy 

Errors in the estimates of mean values could arise from 
errors in pressure measurement, errors in the calibration 
function used, a sheared velocity distribution in the region of 

X, 

Fig. 5 XD versus (X1, X2); zone 1 

0.0 0.2 0.4 0.6 0.8 

Fig. 6 XT versus (X1 ,X2); zone 1 

1.0 1.2 

X, 

the probe tip, and high turbulence levels in the airflow. The 
last two factors were not investigated in this work, but are 
discussed in references [1], [7], and [8]. 

The uncertainty due to errors in the calibration function can 
be estimated by processing the calibration data as though it 
were experimental data and comparing the estimates with the 
known values. The differences will show errors due to lack of 
fit of the calibration function and random scatter due to 
errors in estimating the mean pressures from fluctuating 
signals during calibration. The latter variance can be 
estimated from the raw data and thus the remaining variance 
due to lack of fit can be estimated by subtraction. The 95 
percent confidence intervals due to lack of fit in the 
calibration function, as calculated from 238 calibration 
points, are given in Table 1. The confidence intervals due to 
uncertainty in pressure measurement, as calculated by 
standard statistical methods [9], are shown in Table 1 for an 
accuracy in pressure measurement of ± 1.0 percent (95 
percent confidence interval). 

An error may occur in the calibration functions due to 
Reynolds number influence when the probe is used in air
speeds greatly different from the calibration airspeed. It is 
suggested [1] (Pg. 36) that for Reynolds numbers above 1500 
(based on the outside dimension of the tip), the Reynolds 
number influence would be small. A Reynolds number of 
1500 corresponds to an airspeed of about 7.5 m s " 1 on the 
four-hole probe. If high accuracy is required over a wide 
speed range, particularly at speeds below 10 m s" ' , the probe 
should be calibrated at two or more speeds so that, if 
necessary, the calibration parameters can be estimated by 
interpolation. 

After calibration and several months' use, the probe was 
remounted in the calibration tunnel to test its accuracy. The 
estimated and true values of a, 6, u, a n d p r are compared in 
Table 2. The accuracy was approximately as predicted by 
statistical methods, although some evidence of a small change 
is apparent since most of the errors in yaw angle are negative. 
Apparently the head had twisted slightly during the period of 

Table 1 95 percent confidence intervals 

Pitch 

(deg) 

Yaw 

(deg) 

Velocity 
eu/u 

(%) 

Pressure 
£pT/>/ipu2 

m Calibration fit 
Pressure 
Measurement 

Total 

±0.24 
±0.50 

±0.55 

±0.30 
±0.70 

±0.76 

±1.2 
±1.5 

±1.9 

±0.6 
0 to ±5 

±0.6 to ±5 

Table 2 Probe measurement errors 

Pitch angle a 

Actual 

- 2 0 
- 2 0 
- 2 0 

0 
0 
0 

20 
20 
20 

- 3 0 
- 3 0 
- 3 0 

30 

(deg) 

Measured 

-19.8 
-19 .8 
-19 .9 

0.0 
-0 .1 

0.0 
19.7 
19.9 
19.3 

-29 .4 
-29.6 
-29.5 

29.5 

Error 

0.2 
0.2 
0.1 
0.0 

- 0 . 1 
0.0 

- 0 . 3 
- 0 . 1 
- 0 . 7 

0.6 
0.4 
0.5 

- 0 . 5 

Yaw angle 8 

Actual 

- 2 0 
0 

20 
20 
0 

- 2 0 
- 2 0 

0 
20 
20 
0 

- 2 0 
- 2 0 

(deg) 

Measured 

21.7 
-0 .5 
20.5 
19.4 

- 0 . 9 
-20.7 
-20.4 

-0 .4 
19.5 
19.6 

-0 .2 
-21.1 
-20;0 

Error 

1.7 
- 0 . 5 

0.5 
- 0 . 6 
- 0 . 9 
- 0 . 7 
- 0 . 9 
- 0 . 4 
- 0 . 5 
- 0 . 4 
- 0 . 2 
- 1 . 1 

0.0 

Velocity u 

Actual 

38.7 
38.6 
38.7 
38.7 
38.7 
38.7 
38.7 
38.7 
38.6 
38.6 
38.5 
38.5 
38.5 

(m/s) 
Measured 

39.8 
39.0 
40.3 
38.5 
38.7 
38.4 
38.7 
38.6 
38.9 
39.1 
39.2 
38.8 
38.6 

Error 

1.1 
0.4 
1.6 

- 0 . 2 
0.0 

- 0 . 3 
0.0 

- 0 . 1 
0.3 
0.5 
0.7 
0.3 
0.1 

Total pressure 

Actual 

- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 
- 2 6 

(Pa) 
Measured 

1 
- 2 5 

2 
- 3 0 
- 2 6 
- 3 1 
- 2 1 
- 2 1 
- 2 5 
- 2 6 
- 2 8 
- 2 2 
- 3 1 

Error 
(>/2PU 2) 

0.027 
0.002 
0.030 

-0.004 
0.000 

-0.005 
0.006 
0.006 
0.001 
0.000 

-0.002 
0.005 

-0.005 
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Conclusions 
A four-hole pressure probe can be used successfully to 

measure mean flow quantities simultaneously in three 
dimensions. 

A cobra type probe with a pyramid shaped head and three 
equispaced holes around a central hole provides a small but 
robust instrument. When in use, the probe is fixed and the 
four head pressures, together with predetermined calibration 
functions, allow determination of the flow quantities. 

Sensitivity and accuracy are approximately equal to that 
obtainable with a five-hole probe. The four-hole probe is 
smaller, requires less measurements to be made, and because 
no redundant information is collected, determination of the 
flow quantities is simpler and unambiguous. 

In the absence of high turbulence and high velocity 

gradient, the probe can be used successfully between ±45 deg 
in pitch and yaw angles. Uncertainties of ±0.6 and ±0.8 deg 
for pitch and yaw angles, respectively, ±2.0 percent for 
velocity and 0 to ±5 percent for total pressure ratio (pr — 
Poj/Vipu2 are claimed. 
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Liquid Sheet Jet Experiments: 
Comparison With Linear Theory 
It has been proposed to protect the structural walls of a future laser fusion reactor 
with a curtain or fluid-wall of liquid lithium jets. As part of the investigation of this 
concept, experiments have been performed on planar sheet water jets issuing ver
tically downward from slit nozzles. The nozzles were subjected to transverse forced 
harmonic excitation to simulate the vibrational environment of the laser fusion 
reactor, and experiments were run at both 1 aim and at lower ambient pressures. 
Linear stability theory is shown to predict the onset of the unstable regime and the 
initial spatial growth rates quite well for cases where the amplitudes of the nozzle 
vibration are not too large and the waveform is nearly sinusoidal. In addition, both 
the linear theory and a simplified trajectory theory are shown to predict the initial 
wave envelope amplitudes very well. For larger amplitude nozzle excitation, the 
waveform becomes highly nonlinear and nonsinusoidal and can resemble a 
sawtooth waveform in some cases; these latter experimental results can only be 
partially explained by existing theories at the present time. 

1 Introduction 

The study of planar or sheet jets of liquid is of interest in 
atomization studies for droplet production, in fuel injection 
and combustion studies, in coating and spraying processes 
and more recently in connection with a new laser fusion 
reactor design concept [1, 2]. In this latter application, which 
motivated this present research, it has been proposed to use 
near-vertical liquid lithium jets inside the fusion reactor in 
front of the inner walls of the reactor vessel. The array of 
liquid lithium jets would be thick enough (on the order of half 
a meter to one meter total thickness) to absorb the X-ray and 
ion energy, as well as a good part of the energy of the 
neutrons released in the pulsed fusion reactions. In this way, 
the solid structure would be protected from erosion, em-
brittlement, and severe neutron damage, and its useful life 
increased significantly. The lithium jets act as a "self-
healing" liquid first wall of the reactor vessel. 

One of the most important potential problem areas in this 
application of liquid jets arises because the reactor vessel and 
jet nozzles will probably be subject to significant vibrations 
due to the "ringing" of the entire structure caused by the 
pulsed nature of the laser-fusion microexplosions. Our initial 
studies of annular liquid jets [3] and thin liquid films on the 
walls [4] indicated that additional experimentation with sheet 
jets (and round jets) would provide a valuable data base for 
the design of a liquid lithium curtain for a future fusion 
reactor. The objective of this study was to determine whether 
transverse forced vibration of the nozzle would cause jet 
instability and breakup. Breakup might allow neutrons, ions, 
and X-rays to stream directly through to the solid walls and 
seriously shorten the useful life of the structure. 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division May 7,1979. 

Extensive studies of the breakup of fan-shaped sheet jets 
and sprays have been performed by Dombrowski and his 
colleagues in connection with spraying and atomization 
studies (e.g., see reference [5]). However, for our particular 
geometry of a nearly-constant-width sheet jet, only two 
stability analyses have been uncovered in our literature search 
which are directly applicable. In 1953, Squire [6] published a 
theoretical study of the linear temporal stability of a 
horizontal sheet jet. Two years later, Hagerty and Shea [7] 
independently published a very similar theoretical analysis 
along with some experimental data directly relevant to our 
study. Their experiments employed a very thin, horizontal 
sheet of water with a thickness of only about 1.6 mm and with 
jet velocities of about 3 to 5 m/s (equivalent to non-
dimensional thickness parameters, (kh)0 from about 0.25 to 
0.44 where k0 is the initial jet wave number and h0 is the 
initial jet half-thickness). The jet nozzle was vibrated trans
verse to the flow direction at frequencies up to about 200 Hz. 
Unfortunately, the vibration amplitudes were not given. 
Measurements of the exponential growth rates were made 
from flash photographs of the edge view of the sheet jets and 
their growth rate data agreed very well with the predictions of 
the linear theory. 

In the present experimental study, we have extended the 
work of Hagerty and Shea in several directions in order to 
better simulate the laser fusion reactor environment. We have 
employed: 

(a) Thicker sheet water jets such that nondimensional 
thickness parameters, (kh)0, up to 0.84 (using Nozzle B) were 
investigated. 

(b) Forced excitation up to several hundred Hz over a wide 
range of forcing amplitudes to jet half-thickness, A0/h0, 
from about 0.10 to 0.40. The resultant wave envelope am
plitude ratio, Ae/A0, often reached values as high as 80. 
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(c) Vertical (downward) jet orientation in order to include 
the effect of gravity acceleration. 

(d) Experiments at low ambient pressures in a vacuum 
vessel as well as at 1 atm. 

In Section 2, we briefly review the key results of the linear 
stability theories of references [6] and [7]. Then in Section 3 
we compare the linear theory to a simplified "trajectory 
theory." The experimental apparatus is described in Section 
4, and the results are compared to the various theories in 
Section 5. 

2 Review of Linear Stability Theory 

The theories developed in references [6] and [7] are 
essentially equivalent and both are basically extensions of the 
theories of Rayleigh [8] and Lamb [9] for the temporal growth 
of waves on a single free surface to the present case of two 
free surfaces. In developing the linear theory, it is assumed 
that the effect of gravity is negligible so that the mean sheet 
thickness, b = 2h, and velocity, U, stay constant at the initial 
values b0 and U0 respectively. The width of the sheet, w, is 
assumed to be much greater than h. In addition, it is assumed 
that both the liquid and the surrounding gas are in
compressible and inviscid and that the surface tension be
tween the two fluids is constant. We will assume also that the 
surrounding fluid, air, is at rest. 

The wave amplitude, r;, is assumed to be much less than 
h0 = b0/2, so that the interface boundary conditions can be 
applied at ±h0 as part of the linearization of the problem. 
The geometry of the sheet jet with two types of waves on it is 
shown in Fig. 1. For case (a), the waves on the two surfaces 
are in phase, and this is referred to as the sinuous or "snake" 
mode. For case (b), the waves are 180 deg out of phase, and 
this is referred to as the dilational or "sausage"mode. 
Reference [7] proves that only these two cases are permitted 
by the linear theory, and that the sinuous waves of case (a) 
always have a higher growth rate in the unstable regime and 
hence will tend to be the dominant waves observed. The linear 
theory assumes a wave amplitude of the form 

•q(x,t) = Real \ale
ilkx-a')+a2e-^kx-^)\ (1) 

where the wave number, k, is real and co is complex 
(co = cor + /co,) in the case of temporal instabilities. This implies 
waves which move along the sheet with a wave speed 
Cr = ur/k and grow in time everywhere along the sheet with a 
growth rate co,. 

The solution for the wave amplitude and growth rates is 
obtained by solving Laplace's equation for the velocity 
potential in each region subject to a linearized kinematic 

Nomenclature 

Ae -
A0 --

b = 
Cr --

f = 
g = 
h --
k --

m = 
P ~-
r -

rd = 

= wave envelope amplitude 
= amplitude of the nozzle ex

citation 
= sheet jet thickness (2/0 
= wave speed 
= forcing frequency 
= acceleration of gravity 
= sheet jet half-thickness (b/2) 
= wave number, 27r/X 
= mass 
= pressure 
= radius 
= ratio of ambient density to 

liquid density, p„/p 

t = 
U = 

v = 

We = 
w = 
X = 

y = 
P = 
8 = 
V = 

X = 

time 
vertical component of mean 
jet velocity 
transverse component of mean 
jet velocity 
Weber number, pUlh0/a 
sheet jet width 
vertical coordinate 
transverse coordinate 
coefficient in trajectory theory 
differential amount 
wave surface amplitude in 
linear theory 
wavelength 

p = density 
a = surface tension coefficient 
co = complex frequency in linear 

temporal theory 

Subscripts 
a = ambient (or aerodynamic) 
c = critical 
/ = imaginary part 

TV = nozzle 
0 = at the nozzle exit (initial value) 
r = real part 
a = surface tension 

/ 
/ 
/ 
/ 
/ 

• « — b„ 

«r 

/ 
/ 
/ 
/ 
/ 
/ 

*~y 

(a.) (b.) 
Fig. 1 Edge view ol the two modes of instability predicted by linear 
temporal stability theory for a planar sheet jet subject to small per
turbations, where (a) is the sinuous or "snake" mode and (b) is the 
dilational or "sausage" mode 

constraint at the interface and a linearized pressure boundary 
condition. 

Solution of the linearized equations and boundary con
ditions leads to the following characteristic equation [6, 7]: 

2 / ,., \ 2 
(2) P\-J ~uo) t anh( /c /0 0 +p a (y) - o * = 0 

For the case of temporal instabilities where co is complex and k 
is real, this is a quadratic equation in co(£) which is easily 
solved. However, we are actually interested in the case of 
spatial instabilities where k is complex and co is real, since in 
our experiments the waves grow spatially as the liquid sheet 
jet flows from the vibrating nozzle. 

The characteristic equation is nonlinear in k and must be 
solved numerically for the spatial growth rates, A:,-. The 
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Fig. 2(a) Comparison of growth rates for the water jets from Nozzle A 
predicted by the linear temporal and linear spatial stability theories for 
three representative experimental conditions 
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Fig. 2(b) Comparison of the growth rates from Nozzle B predicted by 
linear temporal and linear spatial stability theories for one represent
ative set of experimental conditions 

equation has been solved for kt as a function of forcing 
frequency / = o)/2ir for many sets of conditions and compared 
to the temporal growth rate, &>,-, based on the following 
transformation. It has been shown by Gaster [10] that the 
temporal growth rate should be related to the spatial growth 
rate by the group velocity, Cg. Then Asare [11] proved that 
for our case of a single wave train with a single imposed 
forcing frequency, the group velocity is equal to the wave 
velocity, Cr. Thus the transformation between the temporal 
and spatial growth rates should be given by: 

wi = kiCg=kiCr (3) 

The solutions for k,Cr for two typical cases at 1 atm 
pressure are shown by the solid curves of Fig. 2(a) (for Nozzle 
A) and Fig. 2(b) (for Nozzle B). The spatial growth rates can 
be seen to be essentially identical to the temporal growth 
rates, wh shown by the black dots. (It was also found that the 

wave speed, Cr, was essentially equal to U0 in all cases.) 
Consequently, in the following discussions we will simply 
refer to both the linear temporal and the linear spatial theories 
as the "linear theory." 

It is useful to have an analytical expression for the growth 
rate, but this is only possible using the temporal 
theory solution since the spatial theory requires numerical 
solution. With this in mind, we present the following key 
analytical results from the temporal theory in order to be able 
to show the functional dependence of the growth rate on the 
various parameters of the problem. These results will be used 
to obtain the spatial waveform using the transformation of 
equation (3). 

For the case where the air-to-liquid jet density ratio, 
rd =Pa/p< is much less than tanh (kh)0, as is the case here, the 
solution indicates that the sheet is unstable for frequencies less 
than a critical frequency: 

J c ~ 
2ica 

We also find that the wave speed, Cr = 
temporal growth rate is then given by: 

U0; the corresponding 

J * . [ rdU0 1 I f (kh)0 I 

W -N L 2-7r/7i0 We J L tanh(fc/t)o J 
(4) 

2*7 'v\_2irfh0 WeJLtanh(fc/t)0 

where the jet Weber number is based on the sheet half 
thickness, h0: 

We = 
pUlh 

For the special case where (kh)Q < < 1, the last factor under 
the radical, (kh)0/tanh (kh)0, is essentially unity; this 
limiting case defines what we refer to as "thin" jets. The 
"thick" jets are assumed somewhat arbitrarily to be those for 
which (kh)a > >0.25 (where (kh)0/tanh (kh)0 > > 1.02). 

The theoretical results shown in Figs. 2(a) are for the ex
perimental conditions for the water jets from the thinnest 
nozzle (Nozzle A with h0 = 0.79 mm) at U0 = 5.0 m/s. We see 
that both the growth rate at a given frequency and the critical 
frequency decrease significantly as the ambient air pressure is 
reduced. In a vacuum, the sheet jet should be stable to all 
disturbance frequencies according to the linear theory. Shown 
in Fig. 2(b) are the predicted temporal growth rates for the 
thickest water jet from Nozzle B (h0 =3.94 mm) at a velocity 
of 2.05 m/s and 1 atm pressure. The values from these figures 
will be compared to the experimental results in Section 5. 

The solution for the wave amplitude in the unstable regime 
( /< / , ) is: 
rj (x,t) = Ae(t)cos(kx-wrt) = (a, e u ' ' + a2e~uil)cos(kx - wrt) (5) 

where A e (t) is the mean envelope amplitude of the waves. We 
must next interpret this result for our spatially growing waves 
with a forced nozzle vibration assumed to be given by: 

yN(t) =Aasm(2-wft) 

where/= cor/27r. 

The initial conditions become 

TJ(X,0) = 0 

•q(x,0) =yN (0)coskx= (2-wfA0)cos kx 

These initial conditions require that: 

*fA0 
-a2 = 

(6) 

(la) 

(lb) 

(8) 
CO,-

Finally, the mean wave-envelope amplitude takes the 
following spatial form in the unstable regime: 

Ae(x)=Amf)(e^x/uo-e-">xiU°) (9) 

where 
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Fig. 3 Edge view of a typical near·sinusoidal, exponentlally·growlng
waveform of the sheet jet from Nozzle C with forced excitation of the
nozzle at f= 70 (ho = 1.25 mm, Uo = 4.75 mIs, Ao = 1.06 mm, P. = 1.0
atm)

(13)

(I I)

(12)

xom=gom

yom = oFa- oFa

• [41TfdIUJ -uFa= -b- yom

where y is the mean wave crest amplitude measured to the
mean jet thickness (as shown in Fig. 4). The aerodynamic
force, ofa' due to the air pressure difference across the wavy
jet has been estimated using the solution for the linearized
pressure distribution on a wavy wall of sinusoidal shape (e.g.,
reference [12]). Taking twice the pressure at the wavy wall
peaks we obtain:

The surface tension force, Fa' on the fluid particle in the
wave crest has been evaluated approximately by using the
mean radius of curvature at the crest of a sine wave [13]:

up in the wave crest is the one which leaves the nozzle with the
maximum initial transverse velocity, Vo (as the vibrating
nozzle passes through the vertical axis), where Vo = 21TIA o•

The basic equations for the trajectory of the fluid particle in
the wave crest are:

8m

Fig. 4 Model used in the development of the simplified trajectory
theory shOWing the motion of the fluid particle which Is hypothesized to
stay in the crest of the failing wave as It grows spatially to large am·
plltudes

(lO)

I"., .. ~

. . '''~:l

1TIAo
AO(eff) == -

wi

3 Simplified Spatial Trajectory Theory

In our experiments, we purposely imposed rather large
amplitude forced excitation on the sheet jet nozzles to
simulate the worst situation for the laser-fusion application.
The resulting wavy motion of the sheet jets was of very large
amplitude, with peak amplitudes often more than an order of
magnitude larger than the jet thickness as illustrated in the
typical photograph of the edge view of the sheet jet shown in
Fig. 3. It occurred to us to try to better understand the
behavior of such large-amplitude wavy jets accelerating
vertically downward by hypothesizing a simple physical
model which we called the "spatial trajectory theory."

3.1 General Case of Increasing U(x). The basic idea of
this simplified, physical approach to the problem is illustrated
in Fig. 4. We consider the fluid particle, om, which is at the
crest of the wave shortly after the flow leaves the nozzle. It is
then assumed that the wave speed, C, (x), is approximately
equal to the vertical component of the local jet velocity,
U(x). This assumption implies that a fluid particle which
starts in the wave crest stays in the wave crest, even with
gravity acceleration, and that its trajectory traces out the
envelope of the waves.

A simple experiment was performed to verify this ap
proximation, since it is one of the key assumptions of the
trajectory theory. A dimple was made in the wave crests on
one side of the flow with a pointed object as the waves passed
a point a few centimeters below the nozzle exit. By viewing
this dimple with a strobe, it was ascertained that the dimple
did stay in the wave crests on the side where the dimple was
originally produced, even for very large amplitude waves.
(Also, the initial wave lengths, Ao, closely agreed with UolI,
confirming that the wave speed, Cn was close to Uo.)

A second basic assumption is that the particle which ends'

(14)

where oA s = wox = surface area of one side of the fluid
element.

These estimates for oFa and oFa could possibly be improved
for the larger amplitude, nonlinear waves by taking account
of the nonsinusoidal shape of the wavy jet at the wave crests.
However, for the present paper, we will use the simple
linearized estimates of oFa and BFa given by equations (13)
and (14) (assuming a near-sinusoidal waveform). Substituting
these results in equation (12) gives

y-/12y=O (15)

where

2 47rfdIU(t) 87r2.fa
/1(t) == b (t) - pb (t) U(t) 2 (16)

It should be noted that both the vertical jet velocity, U, and
the jet thickness, b, are functions of the vertical coordinate x
or equivalently functions of the fall time, t. U(t) is evaluated
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Fig. 5 Schematic diagram of the water flow system, vacuum tank 
apparatus and forced excitation instrumentation used in the sheet jet 
experiments 

by integrating equation (11) and then b(t) can be evaluated 
using the continuity equation (assuming a constant sheet jet 
width): 

b(t) = 
b0UQ 

U{t) 
(17) 

3.2 Special Case of Constant U. For the special case of 
high initial jet velocities (U0 > 5 m/s), the velocity and jet 
thickness changes in the fall times of the experiments were 
small. In the limiting case of constant U= U0 and 
b = b0-2h0, /3 becomes a constant, designated (10: 

( 3 0 = 2 7 T / . 
2TT/7*O 

1 
We 

(18) 

Comparison of this result with equation (4) reveals that |30 

equals wit the growth rate from the linear temporal stability 
theory when (30 is real (i.e., when OJ is complex) for the case 
where rd < < 1 and (kh)Q < < 1. Thus real values of 0O 

correspond to the case of the unstable sheet jet where the 
aerodynamic destabilizing force exceeds the stabilizing 
surface tension force (f<fc). The wave envelope equation will 
be identical to the linear theory equation (9) for this limiting 
case of constant velocity, and we can thus identify y with Ae 

of the linear theory solution (equation (9)). 

4 Experimental Apparatus and Procedure 

A schematic diagram of the experimental apparatus is 
shown in Fig. 5. The water source was a 7.62 cm (3 in.) dia 
industrial-grade water supply line with a flow rate capability 
of about 13 liters/s (200 gpm). A 5.08 cm (2 in.) dia pipe 
about 10 meters long connected the industrial water supply to 
the apparatus. A standard ASME-type orifice was installed in 
this pipe about 1 meter downstream of the main ball valve. 
The pipe contained a section of crush-proof, flexible hose for 
vibration isolation and several sections of clear cast-acrylic 
pipe to allow viewing of the flow (and, in particular, to view 
any bubbles present). 

The flow pipe entered the vacuum vessel vertically and was 
attached to the various nozzles used in the experiments by 
means of a custom-made flexible silicone rubber coupling 
which provided a smooth transition on the inner surface. The 
nozzles were fabricated from 5.08 cm (2 in.) cast acrylic tubes 
heated and pressed at one end to form a constant-width slit 
exit [14]. 

The vacuum chamber was constructed from a 30 cm dia 

cast-acrylic cylinder about 120 cm high. The flat acrylic end 
plates had O-ring grooves machined in them, as well as holes 
for the many feedthroughs. Due to the large amount of water 
vapor produced by the sheet water jets during the subat-
mospheric experiments, a water-jet ejector pump was selected 
for the vacuum pumping. With the present jet-pump water 
supply of about 0.8 liters/s (12 gpm), we were able to pump 
down to about 0.2 atm. 

The nozzles were vibrated approximately transversely by 
means of an electromechanical shaker. (The large radius to 
the effective hinge point of the nozzles was about 24 cm; this 
coupled with the relatively small maximum vibration am
plitudes of about 1.6 mm resulted in negligibly small 
departures from a purely transverse motion.) The shaker was 
mounted outside the vacuum tank and was attached to the 
nozzle by means of a steel rod which passed through a 
specially designed bellows-type feedthrough into the vacuum 
chamber (see reference [14] for design details). 

The water exited the nozzle and fell about 70 cm to a small 
pool at the bottom of the vacuum tank. For the atmospheric 
pressure runs, the water then simply flowed out a drain pipe in 
the bottom end plate to a drainage sump (see Fig. 5). For the 
subatmospheric tests, a helical-rotor water pump was used to 
pump out the water to the drainage sump and maintain a 
constant head of about 30 cm of water in the bottom of the 
vacuum tank. Although the water pump usually cavitated and 
vibrated severely, the use of a crush-proof, flexible hose 
between the vacuum tank and the pump isolated the ex
perimental apparatus from these vibrations quite well. This 
open-loop arrangement was found to be much superior to a 
closed-loop arrangement originally tried. The main disad
vantage of the open-loop arrangement was that we had to use 
the industrial water supply which had substantial amounts of 
dissolved gases in it. This tended to create problems with 
bubble formation in the subatmospheric runs (see reference 
[14] for more details). 

The mass flow rate was measured by the orifice plate in 
conjunction with an inclined manometer. All the flow rate 
calibration data in the range of the experiments fell on a 
straight line with a standard deviation of about ± 1 . 5 percent, 
at atmospheric pressure. However, for the subatmospheric 
runs, air bubbles produced both a small amount of air leaking 
in through some of the subatmospheric pipe joints and by the 
dissolved gas coming out of solution caused somewhat larger 
uncertainties in the velocity measurement; we estimate that 
the jet exit velocities have an overall uncertainty of about ± 3 
percent for the 1 atm runs and about ± 5 percent for the 
subatmospheric runs. (All uncertainties are limtied sample 
values with approximately 20:1 odds.) 

The vacuum tank pressure was measured roughly by a 
pressure gauge installed in the top end plate. It was also 
measured more precisely by a mercury manometer with an 
estimated uncertainty in the reading of ± 10 percent, due 
primarily to the fact that the vacuum chamber pressure 
fluctuated. The water temperature (typically 20°C) was 
measured to better than ±1°C by a mercury/glass ther
mometer. This was considered to be adequate accuracy for 
estimating the water density and surface tension coefficient. 

The electromechanical shaker amplitude was measured by 
two independent accelerometers, one placed on the shaker 
face and the other mounted on the nozzle itself. The ac
celerometers were calibrated over the range of frequencies 
from 10 to 1000 Hz on a large electromechanical shaker with a 
built-in, calibrated accelerometer [14]. Based on these 
calibrations, the estimated uncertainty in the nozzle amplitude 
is ± 4 percent, due primarily to the limited number of digits 
on the digital voltmeter available at the time. 

The basic wave amplitude data were obtained from 
photographs of the edge view of the wavy sheet jet such as 
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Fall Distance, x (cm)

Fig. 7 Comparison of the linear theory (solid curves) to the ex·
perimental results for Nozzle A of Fig. 6. Dashed lines are best fits to
the linear portion of the data.

Uo= 5 mis, the dimensionless parameter (khl o ranged from
about 0.03 for 30 Hz to about 0.1 for 100 Hz. Since (kh)o
< < 1 for these runs, approximations based on assuming tanh
(kh l 0 ::=: (kh l 0 will be valid. Consequently, these Nozzle A
runs are considered to be representative of "thin-jet" cases.
The initial Weber number was about 274.

The wave envelope data read from the photographs of Fig.
6 are plotted in Fig. 7 for three forcing frequencies along with
the predictions of the linear theory (equation (9». The ex
perimental growth rates (based on the slopes of the dashed
lines through the data points in Fig. 7) are within about 3.2
percent of the theoretical values for forcing frequencies of 30
and 100 Hz and within about 10 percent for 70 Hz. The in
tercepts of the dashed lines with the x = 0 axis agree with the
predictions for Ao(eff) of equation (10) within about ± 4
percent.

As can be seen from Fig. 7, the experimental results appear
to deviate from the linear theory at very small fall distances,
near x =O. This is partly because it is virtually impossible to
read the wave amplitudes accurately very close to the nozzle.
The experimental results also deviate from the linear theory at
large x when nonlinear effects begin to become important. It
can be seen that the nonlinear effects do not come in until a
fall distance of about 35 cm for 30 Hz, but become important
at only about x= 15 cm for 100 Hz; this may be due to the
increase of AO(er!) with forcing frequency (equation (10».

Shown in Fig. 8 is the effect of forcing amplitude, A o, on
the wave envelope shape for a fixed forcing frequency of 70
Hz. As A o (and hence AO(eff) increases, the nonlinear effects
can be seen to appear sooner. The linear theory of equation
(9) (solid line) can be seen to explain the data reasonably well
in the initial development region when the amplitudes are not
too large and when a near-sinusoidal wave profile is evident
on the photographs.
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Flg.6 Edge view of the sheet jets from Nozzle A (ho= 0.79 mm, Uo =
5.0 mIs, Ao=0.2 mm, Pa =1.0 atm) for four nozzle forcing frequencies:
30, 50, 70, and 100 Hz (going from left to right)

shown in Figs. 3 and 6. These photographs were often the
superposition of a relatively long exposure photo used to
define the wave envelope and a short flash exposure to show
up the wave form.

For the larger vibrational amplitudes, where A o could also
be read from the photos, the values of A o measured agreed
with those calculated from the accelerometer readings to
within about ± 5 percent. For smaller vibrational amplitudes,
only the accelerometer values were used.

In reading the amplitude of the mean wave envelope, A e , at
various vertical positions, it was necessary to subtract out the
thickness of any fluid accumulations in the sheet edges, as
well as any fluid lumps or "blobs" near the edge regions of
the wave crests, which were often present at large wave
amplitudes and low jet velocities. Reasonably accurate
corrections were possible after careful visual study of the jet
wave shapes using a stroboscope. The estimated uncertainty
of these mean wave envelope amplitude data is ± 0.75 mm
for Nozzle A and ± 1.0 mm for Nozzle B. However, this is
more like a bias error, since the eye can integrate and smooth
the data read off the photos quite well. (The small scatter of
the readings shown in figures such as Figs. 7 and 8 illustrates
this point).

5 Discussion of Results

Extensive experimental results using three different nozzles
were obtained in the course of this research [11, 14]. Due to
space limitations only a small, but representative, sample for
two nozzles can be given here.

5.1 Results for Nozzle A. Figure 6 shows typical
photographs of the wave growth using Nozzle A (bo= 2ho=
1.59 mm, Wo = 78 mm) for four forcing frequencies [11]. For
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Fig. 8 Comparison of the linear theory to experimental data for Nozzle 
A for four nozzle forcing amplitudes 

Due to the acceleration of gravity, the sheet jet velocity 
increases somewhat with fall distance x and the sheet 
thickness, b, decreases. This causes the local growth rate 
predicted by the linear theory (equations (3) and (4)) to in
crease somewhat with fall distance, as shown in Fig. 9. Using 
the variable velocity form of the trajectory theory (equations 
(15) and (16)), we can estimate the effect of these changes on 
the predictions of the linear theory. For the relatively small 
changes in the growth rates for Nozzle A flows, we have 
found these results to be essentially the same as an ap
proximate, variable-velocity linear theory where the local 
values of U(x), b{x), and «,• (x) are used at each step of the 
numerical solution of equation (9). The dashed curve in Fig. 8 
shows that these variable velocity effects are not large for 
these run conditions, and they do not explain the experimental 
results at large fall distances. (As can be seen from the 
photographs of Fig. 6, the wave envelope amplitude appears 
to saturate at large fall distances. Close examination of the 
photographs on a light table revealed that the sheet jets ac
tually are beginning to break up where the wave sheet en
velope appears to saturate.) 

Data from runs made at two subatmospheric pressures as 
well as at 1 atm are shown in Fig. 10. The predictions of linear 
theory can be seen to be in reasonably good agreement with 
the data for the initial development region. This verifies that 
the growth rate does indeed decrease as the ambient pressure 
decreases, as predicted by the linear theory (Fig. 2(a)). 

In summary, the linear theory appears to predict the initial 
behavior of the sheet jets from Nozzle A quite well up to 
ratios ofAe/A0 of between 15 and 30 (depending on A0<f and 
pa) for forcing amplitudes, A0 up to almost 0.4 h0 (i.e., 
/ l 0 - 0 . 3 m m ) . 

5.2 Results for Nozzle B. For the runs with the largest 
initial sheet jet thickness (b0=2h0—1.9 mm, w0 = 75 mm), 
the maximum initial jet velocity we could conveniently 
achieve was about 2.05 m/s; this low initial velocity resulted 
in substantial change in velocity due to the gravity ac
celeration. For forcing frequencies from 20 to 70 Hz, (kh)0 

ranged from 0.24 to 0.84. Since (kh)0> 0.25 for most of 
these runs, we can consider the Nozzle B results as 
representative of fairly "thick jet" cases. The initial Weber 
number was about 230. 

For the 1 atm pressure runs at U0 = 2.05 m/s, the initial 
critical frequency was/ ( c r i 0 0 =23.0 Hz (see Fig. 2(b)). Typical 
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Fig. 9 Local growth rate predictions of the linear theory for Nozzle A 
taking account of the variable sheet jet velocity and thickness with fall 
distance due to the acceleration of gravity 
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Fig. 10 Comparison of the linear theory to the experimental data for 
Nozzle A for three ambient pressures 

photographs for runs made for forcing frequencies both 
below and above /(cri0o are shown in Fig. 11 [11]. The 
dramatic change in the waveform from near-sinusoidal to a 
sawtooth or zigzag shape with fall distance can be seen clearly 
on these photographs for the higher forcing frequencies. For 
/ = 5 0 Hz, an additional phenomenon is visible. Using a 
stroboscope, fluid was observed to accumulate near the wave 
crests at the front and back edges of the sheet. (The locations 
of the fluid accumulations are not obvious from the edge-view 
photographs.) The fluid accumulations show up on 
photographs such as Fig. 11 as "blobs" or "globules" of 
fluid at the wave crests which appear to be trying to break free 
of the main wavy sheet. In reading the mean wave envelope 
data from such figures, we always excluded the fluid blobs 
and read the amplitude of the zigzag waveform of the main 
sheet jet, as mentioned previously. 

Typical data for Nozzle B are plotted in Fig. 12 along with 
the predictions of the linear theory. At the lower frequency of 
20 Hz, the linear theory predicts that the sheet jet will always 
be unstable. For the 20 Hz run at A0 = 1mm, the constant-
velocity linear theory agrees very well the data even though 
the velocity doubles in a fall distance of 60 cm and the tem
poral growth rate increases by about a factor of 5. (The 
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Fig. 12 Comparison of the linear theory to experimental data for
Nozzle B at two typical frequencies

6 Conclusions

Sheet jet experiments have verified that the predictions of
the linear theory explain the data well for both our thin (small
(kh) 0) and thick (larger (kh)o) sheet jets in the initial region
where the waveform is nearly-sinusoidal and the wave am
plitude is not too large. The transformed linear temporal
stability theory is compared to the linear spatial theory and is
shown to yield the correct growth rates and wave amplitudes

. provided that the correct initial conditions are used. A simple
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regime begins to decrease toward zero as the dominant surface
tension forces overcome the initial transverse momentum and
the weaker aerodynamic forces. For our inviscid theory, the
wave envelope amplitude is predicted to continue to oscillate
indefinitely due to the absence of any damping forces.

Including the effects of variable U(x), b(x), and Wi (x) in
the linear theory actually results in poorer agreement with the
data for 70 Hz as can be seen from dashed curve in Fig. 12.
We can tentatively conclude from this that the nonlinear
effects are more important than the variable velocity effects
for this initially-stable case. We can also surmise that the
nonlinear effects must be stabilizing for this case in order to
counteract the tendency of the variable velocity effects to
cause the wave envelope to continue to grow with fall
distance, contrary to the experimental results.

In summary, it appears that the linear theory does explain
the behavior of the thicker jets from Nozzle B almost as well
as for the thinner jets from Nozzle A in the initial region
where the waveform is nearly sinusoidal; i.e., up to ratios of
AelAo of about 15 to 20 for values of the forcing amplitude
A o up to about 0.25 ho (i.e., A o := 1 mm).

Work is in progress on a paper comparing a nonlinear
theory developed in reference [11] to the data. This theory
appears to explain the trends in the data beyond the initial
linear region up to the point where the sheet jet amplitude
appears to saturate (and the jets begin to break up) [15].

Fig. 11 Edge views of the sheet jets from Nozzle B (h o= 3.94 mm,
Uo = 2.05 mIs, Ao= 1.0 mm, Pa = 1.0 atm) for three noule forcing
frequencies: 20, 30, and 50 Hz (going from left to right)

resulting spatial growth rate increases by about a factor of
2.5.) The dashed curve shows the effect of variable velocity
(using the approximate linear theory where the local values of
U(x), b(x), and wdx) were used at each computation step,
as mentioned previously). For the 20 Hz runs, it appears that
the variable velocity effects account for at least a part of the
difference between the experimental data and the constant
velocity linear theory. However, it appears from Fig. 12 that
nonlinear effects become important at very short fall
distances for a forcing amplitude of 1.6 mm at 20 Hz forcing
frequency.

For the higher forcing frequencies above the critical
frequency of 23 Hz (Fig. 2(b», the sheet jet is initially stable,
but as it accelerates downward, the critical frequency in
creases until the jet becomes unstable at a transition point
indicated by XI (where ferit (x) = j) in Fig. 11. Even though the
sheet jet becomes unstable at XI := 24 em for the 70 Hz run
shown in Fig. 12, the data points show that the wave envelope
amplitude continues to decrease. This behavior might be
incorrectly identified with the behavior of sheet jets in the
stable regime (f> ferit) as shown by the half-sinusoidal linear
theory curve for constant Uo, bo, and Wi in Fig. 12. In the
stable regime, linear theory predicts that the wave envelope
amplitude will increase initially due to the initial transverse
momentum given the fluid particles as they leave the vibrating
nozzle (not due to any instability). This can also be seen from
equation (15) of the trajectory theory, since{J2 is negative in
the stable regime (i.e., oFa > oFa in equation (16».

After reaching a maximum, the wave envelope in the stable
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spatial trajectory theory proposed agrees very well with the 
approximate linear theory for thin jets and provides ad
ditional physical insight into the forces which control the 
spatial development of the sheet jets in both the unstable and 
stable regimes. 
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D I S C U S S I O N 

S. G. Lekoudis1 

The authors state that they proved that for a single 
wavetrain with a single imposed frequency, the group velocity 
is equal to the phase velocity. The concept of the group 
velocity is related to the dispersion relationship of the medium 
and, by definition, involves frequencies and wave numbers as 
functions of each other. Thus, although a single component 
does have a group velocity, the group velocity cannot be 
estimated unless more components are assumed to exist. What 
is probably happening is that the medium is not very 
dispersive and the group velocity and the phase velocity are 

close to each other. Moreover, the spatial amplification rates 
are not that large, and they do not upset the transformation, 
between temporal and spatial stability. 

P. J. Morris2 

The authors have provided a useful and practical ap
plication of linear stability theory. The agreement between 
their carefully conducted experiments and the analysis in the 
initial regions of the jets is impressive. However the reason 
for the close agreement between the growth rates as predicted 
from either temporal or spatial analyses using Gaster's [10] 
transformation is not as stated in the paper. To show this it is 
convenient to write the dispersion relationship, equation (3), 
in nondimensional form. Using h0 , U0 and p, the sheet jet 
density as the reference length, velocity and density scales, 
equation (3) may be written, 

1 tanh (*•) + /•„( — (£) ' - We 
= 0, 

where an asterisk denotes a dimensionless quantity and the 
authors' notation has been used for the density ratio and 
Weber number. If the group velocity is determined from 
temporal stability theory as 3(co" r)/3A:*then it is readily shown 
to be given by 

d(u'r) _ 1 
dk* [l+rd/tanh(A-*)] 

I'd A:*sech2(A:*)/tanh(A:*)-

tanh (£*)<- [ l+ /v / tanh( /c ) ] 2 i 

In the limit of rd < < tanh (fc*) and fc'/tanh {k') of order 
unity which corresponds, except for k' < < 1, to the authors' 
conditions, the group velocity is equal to unity and is also 
equal to the phase velocity, w" r/k'. However for larger values 
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Fig. 13 Comparison of spatial and temporal growth rates. \#e = 713.5, 
rd = 0.0737. 

School of Aerospace Engineering, 
Atlanta, Ga, 30332 

Georgia Institute .of Technology, Associate Professor of Aerospace Engineering, Pennsylvania State 
University, University Park, Pa. 16802. 

Journal of Fluids Engineering DECEMBER 1981, Vol. 103/603 

Downloaded 02 Jun 2010 to 171.66.16.86. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



spatial trajectory theory proposed agrees very well with the 
approximate linear theory for thin jets and provides ad
ditional physical insight into the forces which control the 
spatial development of the sheet jets in both the unstable and 
stable regimes. 
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D I S C U S S I O N 

S. G. Lekoudis1 

The authors state that they proved that for a single 
wavetrain with a single imposed frequency, the group velocity 
is equal to the phase velocity. The concept of the group 
velocity is related to the dispersion relationship of the medium 
and, by definition, involves frequencies and wave numbers as 
functions of each other. Thus, although a single component 
does have a group velocity, the group velocity cannot be 
estimated unless more components are assumed to exist. What 
is probably happening is that the medium is not very 
dispersive and the group velocity and the phase velocity are 

close to each other. Moreover, the spatial amplification rates 
are not that large, and they do not upset the transformation, 
between temporal and spatial stability. 

P. J. Morris2 

The authors have provided a useful and practical ap
plication of linear stability theory. The agreement between 
their carefully conducted experiments and the analysis in the 
initial regions of the jets is impressive. However the reason 
for the close agreement between the growth rates as predicted 
from either temporal or spatial analyses using Gaster's [10] 
transformation is not as stated in the paper. To show this it is 
convenient to write the dispersion relationship, equation (3), 
in nondimensional form. Using h0 , U0 and p, the sheet jet 
density as the reference length, velocity and density scales, 
equation (3) may be written, 

1 tanh (*•) + /•„( — (£) ' - We 
= 0, 

where an asterisk denotes a dimensionless quantity and the 
authors' notation has been used for the density ratio and 
Weber number. If the group velocity is determined from 
temporal stability theory as 3(co" r)/3A:*then it is readily shown 
to be given by 

d(u'r) _ 1 
dk* [l+rd/tanh(A-*)] 

I'd A:*sech2(A:*)/tanh(A:*)-

tanh (£*)<- [ l+ /v / tanh( /c ) ] 2 i 

In the limit of rd < < tanh (fc*) and fc'/tanh {k') of order 
unity which corresponds, except for k' < < 1, to the authors' 
conditions, the group velocity is equal to unity and is also 
equal to the phase velocity, w" r/k'. However for larger values 
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of density ratio this approximation is not valid. Another 
requirement for Gaster's transformation, which appears to 
have been developed for use in boundary layers, is that the 
amplification rates be small. For the present problem the 
nondimensional form of the temporal growth rate is 

V = \\ rd 1 -j k* 
2irJ* ^ I 2TTT We 3 tanh (**)' 

where/" = wf */27r = /tV2ir. 
It is clear that the surface tension is always a stabilizing 

influence acting to reduce the growth rate. The growth rate is 
set by the magnitude of the density ratio. For the case of a 
water jet issuing into air at atmospheric pressure rd is of order 
10"3 and the associated growth rates are very small. However 
for lower density ratios the nondimensional growth rates are 
higher and the approximations in Gaster's analysis are more 
questionable. To demonstrate this effect a different fluid 
problem may be considered. If a jet of mercury is issuing into 
fresh water at 20°C with exit velocity of 5 m/s and h0 =0.79 
mm the density ratio rd =0.0737 and the Weber number We 
= 713.5. Calculations of the nondimensional, spatial growth 
rate are shown in the figure. The growth rates are calculated 
from solution of the dispersion relationship and from 

transformation of the temporal growth rates using the phase 
velocity and group velocity. Since k* is large for all but the 
lowest frequencies the phase velocity and group velocity are 
both equal to 1/(1 + rd) for f* greater than about 0.6 where 
tanh (k*) is close to unity. It can be seen that the greatest 
differences occur for the largest rates. 

These comments do not invalidate the numerical results of 
the paper which are correct. However it is clear that the 
relationship between temporal and spatial growth rates 
proposed by the authors is only valid in the limit of small 
density ratio. It should be emphasized that this condition is 
met for the applications considered in the paper however it is 
not generally true for all jet and ambient fluids. 

Authors' Closure 

The authors are indebted to Professors Morris and 
Lekoudis for their cogent observations. In particular, we 
agree with Professor Morris that it is a necessary condition 
that the density ratio, rd, be very small compared to tanh k* 
for the spatial growth rate to be given accurately by Gaster's 
transformation of the temporal growth rate for this particular 
problem of a liquid sheet jet injected into a fluid of lower 
density. 
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Velocity Field and Entrainment of 
a Pulsed Core Jet 
A pulsed core jet is one consisting of a steady annular flow with a core, the mass 
flow of which is unsteady. The combined jet exhausts into a still environment. The 
velocity field and entrainment characteristics for such a jet have been measured for 
various mass flow ratios of pulsed-to-steady flow and several frequencies of 
pulsation. Results show the radial distribution of mean velocity to be similar to 
those of steady jets except very close to the nozzle, the decay of the centerline mean 
velocity to be less than that of steady jets, and the entrainment to be larger than that 
of steady jets but less than fully pulsed ones. No significant sensitivity to frequency 
of pulsation was observed, but the velocity field is strongly dependent on the ratio 
of core flow to annular flow. 

1 Introduction 
Unsteady jet flows are slowly becoming of more interest as 

their potential of increased entrainment and spreading rate 
relative to steady jets is being recognized for possible ap
plication in thrust augmentation ejectors, combusting flows, 
and mixing processes. Such jets are also of interest in 
acoustics, as exhausts from many pneumatic and combustion 
machines are unsteady. A previous study [1] has summarized 
some of the unsteady jet results so far available. 

In view of the many types of designs possible for pulsed 
jets, it is difficult to draw significant conclusions from 
existing data other than that the type of pulsing, the strength 
of the pulsation, and the frequency of pulsation can 
significantly alter the velocity field. The purpose of the 
present note is to explore the characteristics of the pulsed core 
jet which was designed to combine the convenience and 
quietness of the steady jet with the high entrainment and 
mixing rate of the fully pulsed jet. Although the fundamentals 
of fully pulsed jets are not well understood, it was speculated 
that the "explosive" nature of the individual bursts produced 
in the pulsed core should modify the nature of the essentially 
steady annular jet surrounding it, thus altering its charac
teristics. For practical purposes, a pulsed core jet with a small 
diameter core is of interest as this would minimize additional 
power required to permit pulsing to take place. 

2 Experimental Apparatus 
The device used to generate the pulsed core jet is shown in 

Fig. 1. Flow rates to the two jets were measured with orifice 
flow meters. The flow meter for the pulsed flow was located 
upstream of a large plenum chamber where the flow was 
essentially free of pulsation. Velocities were measured with a 
single linearized hot-wire anemometer placed normal to the 
flow using the method of linearization already described in 
[2]. 

80 outside dia 
6-9 inside dia 

steady flow (4 inlets) 

Fig. 1 Schematic of pulsed core jet 

Preliminary traverses showed that the jets were close to 
axisymmetric thus requiring traverses to be conducted only 
along one diameter. The rollers in the pulsator were driven at 
a fixed speed and resulted in an on-to-off time ratio of 1:2. 
The maximum frequency of pulsation was limited to ap
proximately 30 Hz by the mechanical design. Uc/Ua ratios 
were obtained by holding UE approximately constant and 
varying the value of Uc. 

3 Results 
Measurements were obtained for pulsation frequencies of 

10 and 25 Hz corresponding to Strouhal numbers based on the 
core diameter at exit (6.9 mm) of 0.0013 and 0.0033, 
respectively, for Uc/Ua =2.9. Data were found to be almost 
invariant with frequency of pulsation so that only the results 
for 10 Hz pulsation are presented [3]. 

Typical radial velocity distributions are shown in Fig. 2 
together with analytical expressions fitted to the test data. The 
two expressions used for this comparison are 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF DYNAMIC SYSTEMS, MEASUREMENT, AND CONTROL. Manuscript 
received by the Fluids Engineering Division March 14, 1980." 
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which have been used successfully for steady jets. In the case 
of fully pulsed jets, a = 0.44 was found to give a good fit to 
experimental data [2] even though this value obviously does 
not satisfy equation (1) at r = r05U. The same constant was 
retained in the present work, whereas for equation (2) the 
traditional value of 0.693 was used for @ thus satisfying 
equation (2) at r = r0iu. 

Axial decay of the centerline mean velocity, half-value 
radius for mean velocity, and jet volume flow are shown in 
Figs. 3, 4, and 5. The volume flow is defined as is in [2] and 

[4], namely, as the area under a plot of rU versus r where the 
tail of this distribution is drawn in by eye such as to exclude 
the potential portion of the flow represented by the section of 
the curve where rU remains almost constant for increasing r. 
This method is simple and gives consistent results as the 
break-point between the turbulent region and the potential 
outer flow is generally clearly visible. 

Axial changes of velocity and half-value radii tended to 
follow the following expressions for 2<x/d<\5, 

UE x + a 

= Al(x + al) 

(3) 

2r05M=Al(x + a]) (4) 

The constants for the various cases are summarized in 
Table 1, but these data are not to be interpreted as proof of 
similarity in this flow region. Comparison of experimental 
points in Figs. 2(a) and (b) with the curves representing 
equation (2) illustrates the effect of Uc/Ua on the radial 
distributions of mean velocity. Near the jet exit, U0 is 
significantly affected by the core mass flow, but this is quickly 
damped out by the outer flow with no effect of UD/Ua 

remaining visible at x/d =15. This is to be expected as all 
nonsteady jets must degenerate into a steady jet at sufficiently 
large values of x/d for which equation (2) is a fair ap
proximation. Some sensitivity to Uc/Ua is noted in the axial 
decay of U0, Fig. 3, but it is most pronounced for the half-
value radius, Fig. 4. As Uc/Ua increases for constant 
UE, U01UE becomes increasingly larger relative to the value it 
would have if steady jet conditions prevailed. This leads to a 
reduction in the half-width of the whole jet through a shift of 
the virtual origin, but the jet spreading rate, A x, is unaffected 
and is almost the same as for steady and fully pulsed jets [2]. 
Most important, however, is the volume flow result, Fig. 5, 
from which it is evident that the volume flow and hence en-
trainment characteristics of the jet are significantly dependent 
on Uc/Ua. Unexpected, however, is the result that as Uc/Ua 

increases to the higher values tested, volume flow decreases. 
Thus, instead of the stronger pulsing, represented by higher 
Uc/Ua values, leading to more engulfing of ambient fluid, the 
opposite occurs. All cases are seen to be well above those of 
the undisturbed steady jet of [4]. 

Although the mean velocity distributions, Figs. 2(a) and 
(b), showed self-similarity to be attained relatively quickly, 
this was not found to be the case for the streamwise tur
bulence energy. At the high values of Uc/Ua, Fig. 6(a), the 
convenient bell-shaped distribution which can be represented 
by equations (5) and (6) was obtained, again with a = 0.44 and 
(3 = 0.693. 

f r = [i + «(^o,-2)
2] (5) 

Nomenclature 

a, au a2, a3 effective origins for U0,r0,5M,^/u^tr0,5^ 

A,AuA2,A-i = slopes of laws for U0,rO5M,~J^.ro,5,u
2 

d = overall jet diameter at exit 
Q> QE = Jet volume flow at a plane downstream 

and at the jet exit plane, respectively 
r = radial coordinate 

ro.s,u<ro.5,<? = half-value radii of Uand u1 

Re, = Reynolds number of core based on Uc 

and core diameter 
Re0 = Reynolds number of annular flow based 

on Ua and the overall jet diameter at exit 
u = instantaneous velocity fluctuation about 

"o = 
U = 

Ua = 

Uc = 

u0 = 
UE = 

a, j3 = 

the local mean velocity 
u at jet centerline 
time mean velocity at a point 
bulk mean velocity of annular flow at jet 
exit 
bulk mean velocity of core flow at jet 
exit 
mean velocity at jet centerline 
bulk mean velocity of whole jet at exit 
based on total mass flow, overall jet 
diameter, and ambient temperature and 
pressure 
constants in radial velocity distributions 
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Table 1 Summary of Data 

Quantity Data 
Accu

racy 
Percent 

Re, 
Re„ 
U: aid 

A 
ro.5,u-"\/d 

Ax 
0.5 

(4)" 
a2/d 

0 
0 

4.8 x lO 4 

3.5 
6.92 
4.5 
0.22 

0.45 
6.3 XlO3 

5.0 XlO4 

3.8 
6.6 
4.5 
0.22 

0.86 
9.9X103 

4.2 XlO4 

2.9 
6.94 
3.7 
0.22 

2.9 
2.4 XlO4 

3.2X104 

1.0 
6.2 

0.42 
0.22 

4.8 
2.0 
2.5 
(1) 
(1) 
(1) 
(1) 

5.1 6.04 3.67 1.67 (1) 

U£ 

J 4 2 
ro.5,„2-a3/d 

A, 

2.17 
4.04 
0.31 

2.1 
4.04 
0.31 

1.9 
0.96 
0.32 

4.91 
-1.75 
0.19 

(1) 
(1) 
(1) 

Note: Accuracies designated by (1) are not stated, as traditionally accepted functional forms are 
presented in the figures using the values of parameters shown in order to display deviations from these 
general forms. 
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- Equation (3) and 

Fig. 3 Decay of mean axial velocity 

2r„, 
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15 

Fig. 4 Growth of maan velocity half-value radius 

ul 
= exp -/?(/•//-0.5 -2 (6) 

At the lower values UclUa, completely different profiles 
exist, Fig. 6(b). These are more typical of steady jet profiles 
where the peak energy occurs away from the jet centerline. 
This is to be expected, as for large Uc/Ua the turbulence in the 
center region consists mainly of a periodic velocity fluctuation 
superimposed on which are the small random fluctuations 
produced by the shear flow in the mixing region of the jet. 

Axial decay of the centerline turbulence intensity is well 
represented by equations (7) for the majority of the flow, Fig. 
7, whereas equation (8) represents the half-width of the 
turbulence energy distributions, Fig. 8. These two sets of data 
illustrate the role of the level of core pulsation. Again a lack 

Fig. S Axial dependence of volume flow for UE constant 

of self-similarity, as implied by departure from equation (7) 
and (8), is noted. The constants for the various cases are 
summarized in Table 1. 

1.5 

--A2^— (7) ( = « ) " 
UP ' x+a2 

2r0.s,u2=A3(x+a3) 

Concluding Remarks 

(8) 

Limited comparison of the present data with those for other 
unsteady jets [1] is possible. Decay of mean velocity is 
somewhat less than for steady and most other types of par
tially pulsed jets, but is significantly higher than for a fully 
pulsed jet [2]. The rate of decay is not a strong function of 
Uc/Ua. However, as found for other unsteady jets, the virtual 
origin, a/d, is crucially dependent on the level of pulsation, in 
this case represented by Uc/Ua. Change of half-width with 
x/d is similar to other pulsed jets with little dependence on 
Uc/Ua, but the effective origin, ax/d, varies with Uc/Ua. 
Volume flow relative to that at the jet exit, which is of interest 
whenever entrainment is considered, is larger than for steady 
jets with no interference in the center region (in contrast to the 
present case when Uc/Ua = 0), but is significantly below that 
for fully pulsed jets [2]. As Uc/Ua increases, the volume flow 
decreases which could be used as a means of controlling the 
entrainment of such a jet. No sensitivity to frequency of 
pulsation was observed at the low Strouhal numbers tested. 
The present data further illustrate the complexity of unsteady 
jets flows for which few theoretical predictions have been 
attempted and only limited data are available in the literature. 
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Generation of Oscillating Jets 
// is shown that periodic angular oscillations can be forced on a jet issuing from a 
nozzle based on the Coanda effect by alternate blowing from the two sides. The 
influence of the various geometric and dynamic parameters such as the jet width, 
the blowing direction, the blowing generating pressure, the jet velocity, and 
frequency has been investigated. The angular deflection can conveniently be 
controlled by the blowing pressure. 

1 Introduction 

The most important property of jets for practical ap
plications is their ability to mix with the ambient fluid, in 
particular in combustion chambers and ejectors. In recent 
years, various attempts have been made to improve the mixing 
rate of jets by swirl, by modifying the nozzle geometry, or by 
imposing periodic perturbations on the jet. 

Swirl is at the present time commonly used to stabilize the 
flame and reduce its length, owing to faster mixing [1]. 

The effects of geometry have been studied by Quinn [2] 
with the two-dimensional hypermixing nozzle, which imposes 
alternatively positive and negative deflections in the spanwise 
direction. It was shown that ejector performances were ef
fectively improved with such a nozzle. In the case of circular 
jets, Bradbury [3] has shown that the jet would spread faster 
if small obstacles destroying the axisymmetry were introduced 
in the nozzle. 

The influence of forced modulation of the flow rate on the 
jet spread has been studied by various authors [4, 5]. The 
whistler nozzle [6] which also produces spontaneous 
pulsations falls into the same category. 

In a preliminary investigation [7], it was shown that angular 
oscillations forced on a jet greatly enhanced its rate of spread. 
This result was confirmed by Viets [8]. This author has in
vestigated the influence of various nozzle geometries on the 
thrust efficiency and on the fluidic oscillator: The frequency 
was controlled by the length of the feedback loop. The results 
given depend upon the particular shape of the nozzle. 

For a more general purpose, it would be interesting to relate 
the properties of the jet to the initial conditions, in particular 
to the initial periodic deflection angle. Such an investigation is 
being undertaken in our laboratory. A first step of this in
vestigation was to develop a nozzle able to produce periodic 
deflections which are regular, reproducible, and of controlled 
amplitude. 

The nozzle used is based on the Coanda effect. 
It is well known that a stream can be deflected by the 

presence of a wall. Since the wall is impermeable, the en-

Contributed by the Fluids Engineering Division for publication in the 
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trainment on the corresponding side is confined. This creates 
a negative pressure which can only be balanced by a curvature 
of the streamlines. The jet is therefore deflected toward the 
wall. 

Thus in the presence of a curved wall and for appropriate 
values of the ratio do/Rs(d0 being the jet width and Rs the 
radius of curvature of the wall), the jet may stay attached to 
the wall over a long distance [9-12]. For instance, for d0/Rs 

< 0.05, the jet is deflected 180 deg, whereas for d0/Rs =0.3, 
the deflection is reduced to 30 deg. 

In the present setup, the jet issues between two cylinders 
(Fig. 1) which form the Coanda surfaces. The jet is therefore 
in a bistable position and may attach to either side. 

By injecting fluid through slots into the attachment region, 
the jet separates and flips over to the other cylinder. By 
alternate blowing from one cylinder to the other, the jet is 
forced to oscillate. 

In most previous investigations, only steady-state jet 
deflections were studied. Dynamic oscillations of jets have of 
course been produced and investigated in fluid amplifiers, [8] 
but the nozzle used in the present research differs from fluid 
amplifiers in many aspects: physical size, lack of confinement 
of the flow downstream of the nozzle, and independent 
frequency control. Moreover, in fluid amplifiers, the 
deflection is fixed by the geometry itself. From previous 
studies, it was not possible to infer the value of the periodic 
angular deflection from the knowledge of the geometry and 
the value of the dynamic variables (velocities, frequency). A 
special study was therefore required. 

In this paper, the influence of various geometric and 
dynamic parameters on the initial periodic oscillations of the 
jet is investigated. 

2 Apparatus and Measurement Technique 

2.1 Apparatus. The apparatus is a classical jet facility, with 
a blower, control valve, a settling chamber, and the nozzle, 
which is the original part of the setup. It consists of two 
parallel cylinders (radius Rs) which form a slot of width d0 

(Figs. 1-2). The length of the cylinders is h = 100 mm. Most 
measurements have been performed with d0 = 1 cm or less, so 
the aspect ratio of the nozzle was ten or more. A fine slot 
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Fig. 1 Defining sketch 

(width ds =0.3 mm) is cut along a generator of each cylinder 
for the injection of the secondary flow which blows the 
primary jet off one cylinder toward the other. Alternate 
blowing is obtained by a cylindrical valve with two mutually 
perpendicular passages, so that the secondary flow to one 
cylinder is blocked when it is maximum into the other one 
(Fig. 3). This is the only moving part of the system. Since the 
rotating part is cylindrical, it can be machined very easily and 
high rotational speeds can be reached without difficulty. This 
valve is driven by a variable speed motor which determines the 
frequency of oscillation of the jet: / , which is twice the motor 
speed, since after half a turn, the valve is again in the same 
position. The secondary flow was bled of the supply from the 
blower upstream of the main control valve. The main flow 
rate of the jet and the blowing rate may be controlled in
dependently by separate valves. The generating pressures of 
the main jet p0 and of the secondary flow ps were measured, 
respectively, in the settling chamber and in the duct (dia: 50 
mm) immediately upstream of the rotating valve. Different 
orientations of the blowing slots (6S) may be obtained by 
rotating the cylinders about their axes. 

The velocity field of the jet is modified by the imposed 
oscillation. If we suppose that in the exit section ay, the jet 
velocity is uniform and nonturbulent, the velocity vector and 
therefore its angle 6 with the mean direction are periodic 
functions of time 

6 = Qg(t/T) 
u = Q cos 8 
v = Q sin 6 

(1) 

where Q is the magnitude of the velocity, which is ap
proximately time-independent, 9 is the amplitude of the 
angular oscillation which we shall call the flapping angle, and 
g(t/T) is a periodic function of time. 

Actually, because of wall friction on the nozzle, the jet at 
the exit is not perfectly uniform. Moreover, turbulence is 
generated in the region of interaction with the blowing jet and 
develops rapidly downstream, u, v, and 6 depend, therefore, 
to some extent on the position and have random fluctuations. 
A more rigorous definition of the flapping angle would 
therefore be based on integral quantities, such as the ratio of 
the transverse to the longitudinal momentum flux. But this 
would demand the measurement of instantaneous u and i> 
profiles. The purpose of the present study being the in
vestigation of the influence of various geometric and dynamic 
parameters on the flapping angle, such a determination of 6 
would have required the collection of a considerable amount 
of data. We have therefore attempted to characterize the 
flapping angle by a local value. Since 9 varies little in the 
neighbourhood of the nozzle, as will be shown later, we have 
chosen to define the flapping angle by the value of 9 at the 
point x = 0,7 = 0 (Fig. 1). 

A 

4> = 100 mm 

- ,4 R =10 mm 

_\> 
V V S. V V 

Fig. 2 Sketch of the nozzle 

P I 

Fig. 3 Pulsator valve 

9 depends upon the following parameters: 
'Geometricparameters: 9S, ds; d0; Rs 

* Dynamic parameters: Q or p0,ps, f 
From these, five nondimensional numbers may be obtained: 
6S, d0/Rs, ds/Rs, Cp=ps/p0, and S=fd0/Q, the Strouhal 
number. 
The only parameter which cannot be varied is ds/Rs=0.03. 
Since the jet Reynolds number in the present study was always 
larger than 104, its influence on the flow was certainly small 
and was not investigated. 

2.2 Measurement Technique. Turbulence develops in the 
flow downstream of the nozzle and a component of the 
velocity, u, say, has three parts: 

u = ii + u + u' (2) 
u = mean velocity 
u = periodic fluctuation with zero mean, (it = 0) 

u' = turbulent fluctuation 
The ensemble average of u depends upon the phase angle 

<p = 2-wt/Toi the basic cycle 
< u > (<?) = u + u((p) 

which is the same as the phase average defined by: 

lim l/7v*^w(^ + 27r/) 
(=0 

In order to eliminate the influence of the turbulence, the 
angle 6 is defined with the phase averages of u and v 

6(<p) = a.rctan(<v>/<u>) (3) 
Since 6 is not necessarily a simple harmonic function of time, 
we define the flapping angle as the amplitude 9 of the fun
damental mode obtained by Fourier analysis of d(tp). 

The measurements were made with two constant tem-
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perature anemometers, one hot wire was perpendicular to the 
mean direction and the other one was at an angle of 45 deg. 
The phase averages were determined by periodic sampling of 
the two hot wire signals e1 2 . A reference pulse phase-locked 
with the rotating valve was generated with a photoelectric 
device. This gave a reference phase angle <p0. n samples of 
each signal were taken during one cycle: eu2 [<Po+(J-
\)2irs/T\, s being the sampling-time interval (1 < j < n, 
ns=T). The beginning of each sampling cycle was triggered 
by the reference pulse. The averaging was performed over N 
cycles. The samples occurring at the same instant of the 
period (same/) were added to obtain the phase average: 

<eia[<p0+(j-l)2irs/T\> 
N 

= l /W£e l i 2[<o 0+(/ ' - l )27rs/r- l -2ir( / - l ) ] 
; = i 

Sampling and averaging were performed on a digital 
multichannel analyzer (Intertechnique, DIDAC 800) with the 
values: n = 200, N = 4000. The data of the analyzer were 
transfered to an IBM computer 1130 where the separation of 
the hot wire signals and the Fourier analysis were performed. 

2.3 Measurement Accuracy. The error on the flapping angle 
may be estimated from the response of the two wires: 

e2 = K2{u COS7 — ysin7) 

where A', and K2 are the sensitivity coefficients, 7 is the angle 
between the normal to the inclined wire and the x-axis (7^45 
deg). 

The instantaneous angle 6 is defined by relation (3); for 
angles smaller than 15 deg, tan 9 — 8—v/u. The main source of 
error comes from the determination of v due to errors in the 
sensitivity coefficients and in 7. Straightforward calculation 
shows: 

dv/u = (dK, dK2\ 

(dK2 J \ v 
+ { "77" -dyctny) — 

\ K, / u 

(4) 

which is of the form: 
dv/u = A+B6 

The first term A corresponds to a constant shift of v and 
therefore introduces no error on the flapping angle. This 
includes, in particular, the effects of small temperature 
changes between calibration and measurement. The second 
term changes sign with v and introduces an error on the 
amplitude of v. According to (3) dd — dv/u, so that the same 
errors occur in dd as in dv. 

On the other hand, the flapping angle is computed with the 
Fourier integral: 

1 1 ra 

9 = - \ 6cos <pd<p (a = 27r) 
•K io 

The uncertainty in 9 results from the error in 6 calculated 
above and from the error in the integration interval a with 
respect to 2 T . 

1 1 (•« 1 
= - \ [A + B9]cos<pd<p + - 6(a)coscxda 

•K JO 7T 
tf9=-

c/e = 5 9 + — .20(a)cosa< (B + 2^\Q 
a \ a / 

It follows that: 
A 9 / 9 = [(AK2/K2)

2 + (A7)2ctn27 + (2Aa/a)2]Vl 
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Fig. 4 Flapping angle versus position 9. = 24 deg dn/R* = 1 C„ = 4. 
S = 2 . 3 x 1 0 - 2 O , D , A , • , ® , A , y / d o = 0 , . 1 , - . 1 , f.15,0.S,0.3 

For: 

AAr/Ar= ± 1 percent Aa/a~ ± 1 percent A7= ± 1 deg 
A 9 / 9 = ± 3 percent 

one obtains: 

A 9 = ±0.3 deg for 9 = 10 deg 
A9 = ± 0.4 deg for 9 = 1 5 deg 

3 Flapping Angle and Momentum Flux 

The flapping angle of jet 9 depends upon two in
terdependent mechanisms - the periodic injection of trans
verse momentum and the attachment of the jet (Coanda 
effect). The latter one results from two effects - the 
separation from the cylinder due to the blowing through the 
slot on the same side and the length of attachment on the 
opposite cylinder. There may also be dynamic effects due to 
the oscillation of the main jet. 

To evaluate the influence of the Coanda effect on the 
flapping angle is not an easy matter. But, on the contrary, the 
deviation of the jet due to the injection of lateral momentum 
through the slots may easily be evaluated in the absence of 
walls and is equal to the ratio of the momentum fluxes. Its 
maximum value 9[ is related to the maximum blowing 
velocity Qsm by: 

tan 9, - J y I J X (pQ2
smdscos6s) I (pQ2d0 + pQ2

smdssmds) 

tanG, = (Cp -j- cos6s)/(\ + Cp-f- sin0s) (5) 
d0 - — > " d0 

where Qlm=2ps/p. This is justified because the unsteady 
term in the Bernoulli equation evaluated between the pressure 
tap and the slot exit in the most unfavorable conditions 
represent at most 10 percent of the g 2 / 2 term. The difference 
between the angle 9 which is effectively measured and 9! is 
essentially due to the Coanda effect. 

4 Results 

4.1 Variation of the Flapping Angle With the Position of 
the Measurement Point. Figure 4 shows the variation of the 
angle 9 with the position of the point of measurement M{x,y). 

If the point M is sufficiently close to the nozzle, the hot 
wires remain constantly in the core of the jet. The variations 
of <u> (?) are small with respect to the mean value u, while 
the variations of <v> and 9 are almost sinusoidal. This is 
especially the case at the point M(x = 0, y = 0) (Fig. 5). It may 
be observed that the average value 9 is not exactly zero 
( 9 = - 3 deg). This results from inaccuracies in the 
positioning and calibration of the probe, as well as from the 
difference between the mean direction of the jet and the *-axis 
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i J r go° Fig. 7 Flapping angle versus direction of blowing d0IRs = 1 

Fig. 5 Ensemble-averaged components of velocity and deflection 
versus phase angle. 6S = 24 deg, d0 IRS = 1, C„ = 8.7, S = 0.030, x/d0 = 0, 
y /d 0 =0 

C = 3.3 

—& o—s— 

Fig. 6 Flapping angle versus frequency fls=24 deg d 0 / f i s =1.0 
, = 3.3 Q = 35.8 m/s 

which is very sensitive to slightly non-symmetrical conditions 
in the geometry or in the blowing. The fact that 9 is not 
exactly zero has no bearing on the results on the flapping 
angle. 

If the point M is moved sufficiently downstream or 
sidewards, the hot wires are on the edge of the jet, where the 
flow is turbulent, or even in entrained flow for the largest 
values of 9 (last point in Fig. 4). The measurement of the 
flapping angle is then meaningless and such a position must be 
avoided. Fig. 4 shows, moreover, that the flapping angle is 
well defined around the point x = 0, y = 0 and this point has 
therefore been chosen for subsequent measurements. 

4.2 Influence of the Flapping Frequency. The angle 0 varies 
very little with the Strouhal number (Fig. 6) for the range of 
frequencies 0-100 Hz possible on the apparatus. These 
measurements have been made for fixed values of Q at ay and 
of the pressure ps. 9 decreases slightly at higher frequencies 
for the higher value of Cp. This seems to show an influence of 
frequency on the Coanda effect and not of the unsteady losses 
in the pipe and the valve. These are higher at lower values of 
Qsm and would therefore have been more important in the 
caseC,, =3.3. 

4.3 Variations of 9 With the Blowing Angle. Figure 7 
shows the variations of 9 versus the angle of the blowing slots 
9;, for different values of the main jet velocity but for roughly 
the same value of Cp. The difference in the two values of Cp 
gives only a difference of 0.7 deg in 9 at 9^=0 or 25 deg 
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Fig. 8 Blowing velocity through cylinder AD versus phase angle for 
different blowing pressures (approximate velocity scale) f = 100 Hz 
1:ps =80 mm H 2 0; 2:140 mm H 2 0; 3: 200 mm H 2 0; 4: 270 mm H 2 0; 5: 
300 mm H 2 0 ; 6:560 mm H 2 0 ; C p = 8.7; fls = 24deg 

according to Figs. 9 and 10. Figure 7 shows therefore that the 
Strouhal number independence remains true for different 
values of Qs. On the same figure, the calculated value of 9, 
has also been drawn. It is clear that the values of 9 and 0! are 
quite different when the injection is perpendicular to the main 
jet. But their difference becomes smaller when Qs is increased 
because the actual flapping angle decreases faster than cos Qs. 
It is seen that the Coanda effect is important for small values 
of 9^ and decreases when the blowing is inclined. This shows 
that the attachment on one cylinder is mainly controlled by 
the blowing on the opposite side. 

Actually the jet is attached to cylinder BC when blowing is 
through the slot of cylinder AD as is shown by Fig. 8. <QS> 
was measured in the absence of main flow since < Qs > and 9 
could not be measured simultaneously. A typical 9 versus <p 
curve at the same frequency and for Cp = 8.7 is drawn on 
Fig. 8. It is clear that when the blowing velocity <QS> is 
maximum, the jet is deflected toward the opposite cylinder. 
The absolute values of <QS> on the figure are only in
dicative because it was impossible to place the hot-wire into 
the potential core of the blowing jet, the slot width being only 
0.3 mm. These curves are, however, a correct representation 
of the relative variations of the blowing flow. 

Experiments [9, 10] on jet attachment in the steady case 
show that it is strongly dependent upon d0/Rs and affected by 
the initial curvature of the streamline at the jet exit. In our 
case, the ratio d0/Rs is large and the distance of attachment in 
the absence of blowing is therefore small. Blowing through 
cylinder AD affects simultaneously the instantaneous width 
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Fig. 9 Flapping angle versus blowing pressure and momentum ratio 
6S =24deg, d0IRs =1;0:p0 =13 mm H 2 0 constant, S = 2.1 x 10 ~ 2 , ps 
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mm H 2 0 constant; P0 variable; A P 0 =5.3 mm H 2 0 , p s =12.1 mm 
H 2 0 ® p0 = 11.8 mm H 2 0;p s =24.2mm H 2 0 

d0 of the jet and the curvature of the streamlines because it 
leads to an earlier separation on cylinder AD. If the angle 6S is 
increased, this point of separation moves downstream and the 
attachment length on cylinder BC is therefore shorter. 

4.4 Variations of 9 With the Generating Blowing 
Pressure. The blowing pressure and the generating pressure of 
the main jet have been varied separately. The results collapse 
fairly well on a single curve showing that 9 depends upon the 
ratio Cp =ps/pQ and not separately upon/^ and/?0 (Fig. 9). 
The geometric parameters of the apparatus and the frequency 
were kept at fixed values. The Strouhal number also varies 
when Q changes, but we have seen that it has practically no 
influence on 9 . 

As on Fig. 7, the values of 9! are also drawn on Fig. 9. 
Here again we notice large differences between the two angles 
resulting from the Coanda effect. The difference between 9 
and 9, increases at first with Cp and beyond Cp = 3, this 
difference remains approximately constant, equal to 5 deg. 
For values of Cp < 3, the Coanda effect, measured by the 

e, difference 91 increases with Cn, a fact which confirms 
the influence of the blowing on the jet attachment. This 
limiting value of Cp depends upon the ratio d0/Rs. It seems 
that for Cp > 3 the Coanda effect is maximum and that the 
increase of the flapping angle is solely due to the lateral 
momentum flux which becomes relatively important since for 
Cp = 3:yy m a x//v = 0.08. 

4.5 Variations of 9 With d9/Rs. The jet attachment is 
strongly dependent upon the ratio d0/Rs [10] and so is the 
flapping angle. Figure 10 shows the curves 9 versus Cp for 
three different values of d0/Rs, in the case of perpendicular 
blowing. It is clearly seen that the Coanda effect decreases 
and that the maximum difference 9 - 6 i is reached for 
smaller values of Cp, when d0/Rs is increased. For small 
values of d0/Rs (d0/Rs=0J), the jet attachment becomes 
much stronger and the oscillating motion of the jet becomes 
less regular. It is difficult to make the jet oscillate in regular 
fashion. The jet has a tendency to attach more strongly on one 
cylinder which gives rise to nonsymmetrical oscillations. This 
fact may explain the scatter of the data points. 

5 Conclusion 

The oscillation of a jet flowing between two cylinders and 
periodically subjected to lateral injections of momentum flux 

Fig. 10 Flapping angle versus blowing pressure for different values of 
d 0 / f l s - °s = 0 deg; Rs kept constant. 

is dominated by the Coanda effect when the blowing flow rate 
is small. The jet attachment increases with the rate of in
jection due to the initial curvature of the streamlines and with 
the decrease in width of the main jet created by the blowing. 
When Jy/Jx> 0.08, the jet deflection due to the Coanda 
effect becomes constant and the subsequent increase on the 
flapping angle 9 is proportional to the lateral momentum 
flux. The orientation of the blowing direction has a limited 
influence on the angle 9 and the best flapping motion is 
obtained when the injection is perpendicular to the main jet. 
Moreover, the jet oscillation is practically independent of the 
frequency. 

In practice, the flapping of the jet may easily be controlled 
by means of the blowing pressure, all other parameters being 
fixed, provided d0/Rs has a value close to one. A whole 
family of flapping jets can therefore be generated with the 
same nozzle by varying only the blowing pressure. 
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Nomenclature 

** xiJ v 

d0 = jet width 
Rs = radius of cylinders 

h = length of cylinders 
ds = width of blowing slots 
6S = orientation of blowing 

slots 
f,T = frequency, period of 

oscillation 
Pa = generating pressure of 

the main jet 
ps = generating pressure of 

the secondary flow 
Cp = ps/Po 

Q 
Qs 

S=fd0/Q 

e 

e 
©i 

x,y 
u,v 

jet exit mean velocity 
blowing velocity 
Strouhal number 
angle between the main 
jet and the x-axis 
flapping angle 
jet deflection due to 
lateral momentum 
injection. 
coordinates (see Fig. 1) 
axial, radial velocity 
component 

Kx 

< 
( 

( 
( 

g l , 2 

,K2 

y 

> 

') 

y 

axial, radial 
momentum flux per 
unit width of jet 
signals of hot wires 
sensitivity coefficients 
angle between the 
normal to the inclined 
wire and the x-axis 
ensemble average 
periodic part of the 
velocity 
mean of the velocity 
turbulent part of the 
velocity 
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An Imprawement in the Calculation 
of Turbulent Friction in Smooth 
Concentric Annuli1 

Data for smooth concentric annuli having an overall — 25 to +35 percent scattter 
about the Colbrook prediction for smooth tubes, along with calculation techniques, 
are reviewed. It is shown that the accepted methods of Meter and Bird [22], and of 
Rothfus, Monrad, and Senecal [28] deviate substantially from the correct limit for 
small gaps. Further, neither correctly predicts the data trends with decreasing radius 
ratio. It is demonstrated that the theoretically determined laminar equivalent 
diameter which provides similarity in laminar flow for round tubes and concentric 
annuli also provides similarity in turbulent flow. The resultant equations behave 
correctly at both circular and flat plate limits. The combined results, when applied 
to objectively confirmed data, show a reduction in the observed data scatter to 
approximately ± 5 percent. 

Introduction 
Numerous sets of single-phase frictional pressure drop data 

have been obtained in smooth concentric annuli. Existing 
turbulent data show a scatter of approximately - 2 5 to +35 
percent about the smooth circular tube correlation of 
Colebrook [4]. While it has been long realized that the 
hydraulic diameter is not sufficient for accurate description of 
the observed behavior, no existing correlation method has yet 
found general acceptance. 

In a previous paper [11], it was demonstrated that the 
hydraulic diameter was insufficient to accurately correlate 
geometric effects for rectangular ducts in turbulent flow. 
Instead, a laminar equivalent diameter, dL, was determined 
from theory and used in a modified Reynolds number, Re*, to 
yield good results for a broad range of geometries, ( ± 5 
percent maximum scatter and —0.23 percent mean deviation). 

It is the purpose of this paper to describe the application of 
the method of reference [11] to turbulent flow in smooth 
concentric annuli. 

Historical Review 
Much frictional pressure loss data exists (Fig. 1) for fully 

developed steady state Newtonian flows in smooth concentric 
annuli: (references [1-3, 5, 6, 8, 9, 12, 14-16, 18-20, 23, 26, 
27, 31, 34]). In turbulent flow, the scatter is approximately 
- 2 5 to +35 percent, and many data disagree with the 
standard Colebrook [4] equation for smooth circular tubes 
even though in some cases extensive laminar data attest to the 
adequacy of the experimental techniques. This disagreement 
is well known and has been the subject of a number of studies 
as previously mentioned. 

It is well known that the hydraulic diameter is insufficient 
to correlate frictional pressure drop for laminar flow in 
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annuli (cf: Knudsen and Katz [23], or Lamb [17], among 
others) and for turbulent flow. Instead, the need for a func^ 
tional dependency on the radius ratio has generally been 
agreed upon, but its form in turbulent flow is a matter of 
continuing discussion. The pioneering works of Rothfus [27], 
Rothfus, Monrad, and Senecal [28], and of Rothfus and his 
students [29, 30], and Walker, Whan, and Rothfus [35], have 
indicated the need for the radius ratio as a correlating 
parameter and the use of "outer-zone" parameters has been 
adopted in this school of thought. On the other hand, 
Fredrickson and Bird [10] proposed the use of a laminar-
based length dimension to predict the turbulent friction 
factors of power-law fluids in smooth concentric annuli. 
Extending this school of thought for Newtonian fluids, Meter 
and Bird [22] proposed two additional geometric functions in 
order to correlate turbulent friction. As shall be seen, 
however, neither this method nor that of Rothfus and his 
students adequately predicts magnitudes or trends of ob
jectively confirmed existing data. Others, such as Quarmby 
[24], Deissler and Taylor [7], Teidt [33], Malak [21], and 
Rehme [25], have predicted similar (but not identical) effects, 
and geometrical parameters other than the hydraulic diameter 
have recently been shown to be required for correlation of 
turbulent friction in rod bundles (Rehme [25]), and in rec
tangular ducts (Jones [11]). The method of Malak [21] is quite 
unacceptable, requiring that the friction factor itself be 
redefined for each separate geometry rather than having the 
standard definition of / = 8 fw/pv2. (r„, is the perimeter-
averaged wall shear stress, p is the fluid density, and v is the 
mass-averaged fluid velocity.) The method of Quarmby [24] is 
a graphical one yielding results quite similar to those of Jones 
[ l l ] 2 at Reynolds numbers less than 105 but rapidly ap
proaching the smooth circular tube values at higher Reynolds 
numbers.2 Similary, the recent method of Rehme [25] is also a 

Unfortunately, Figs. 5 and 8 in reference [11] were inadvertently in
terchanged, causing some degree of confusion for the reader. 
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0.0320 » 00627 • • 0.105 
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REYNOLDS NUMBER, Re 

Fig. 1 Friction factor data for smooth concentric annuli existing in the 
literature. Reynolds number based on the hydraulic diameter. 

graphical one based to some extent on the laminar coefficient, 
but insufficient to allow radius ratio near unity to be 
evaluated. Finally, the classical method of Deissler and 
Taylor [7], which was basically an iterative graphical 
technique, yields predicted friction factors for concentric 

annuli which are significantly above those for smooth circular 
tubes. 

In what follows, it will be shown that concentric annuli and 
circular tubes are mathematically similar in laminar flow. The 
length dimension developed from laminar theory will be 
extended to turbulent flow, its use being confirmed by 
comparison with data existing in the literature. 

Proposed Correlation Method 
This development is concerned only with the case of 

vanishing roughness ratio. It is suggested that if a length 
dimension, L, is suitably selected, one should expect 
f=f(ReL,e/L) to accurately predict both laminar and tur
bulent friction for concentric annuli using methods identical 
to those used for circular tubes. The only stipulation is that 
the peripheral wall shear stress variations remain similar and 
no gross distortions occur as in annuli with large ec
centricities, narrow-apex triangles, or rod-rod or rod-wall 
proximity effects in rod bundles. 

Lamiar Flow Recapitulation. The solution for laminar 
flow through concentric annuli is well known. The following 
development for incompressible flow may easily be extended 
to include variable density effects without affecting the 
resulting conclusions. For the case of steady state, fully 
developed, incompressible flows, the continuity equation 
specifies dv/dz = 0 so that the velocity is a function only of 
the radial coordinate. Radial and azimuthal momentum 
equations coupled with the continuity equation requires the 
pressure field to be independent of these coordinate direc
tions. The axial momentum equation is 

d 

~dr (-£) 1 

V-

dp_ 

dz 
(1) 

with boundary conditions at outer and inner walls given as 
follows: BC1—at r=R0, v = 0; BC2—at r-Rh v = 0. The 
pressure gradient is thus constant. The velocity and shear 
distributions are given as 

•rcp 

4M (f)[ 
, r2 l~ 

In 
• I n — ̂1 

R0i 
(2) 

and 

°̂ (^R.\\L. _ l~°2 (!k\] 
2 V dz / L ^ o 1 W / J 

(3) 

2m — 
a 

where a = Rj/R0 is the radius ratio. The radius of maximum 
velocity and zero shear is given by the relation 

N o m e n c l a t u r e 

a = 
A = 
C = 
d = 

f = 

G = 

H = 

L = 
P = 
P = 
Q = 

radius ratio (.Rj/RQ) 
cross-section area 
laminar friction coefficient 
diameter or hydraulic diameter 
if unsubscripted 
friction factor 
= 2d(-dp/dz)/pv2 

coefficient in Meter and Bird 
correlation 
coefficient in Meter and Bird 
correlation 
general length dimension 
pressure 
cross-section perimeter 
volumetic flow rate 

r 
R 

Re 
Re* 

v 
z 

r 

radial coordinate 
radius 
Reynolds number 
modified Reynolds number 
(equation (8)) 
velocity 
axial coordinate (streamline) 
G/4, defined by equation (14) 
coefficient defined by term in 
brackets of equation (15) 
coefficient defined by term in 
brackets of equation (13) 
roughness height 
geometry function (equation 
(7)) so Re* = Re</>* and 
dL=4>*d-

* = l /v7-2/Jlog1 0Re*v7 
H = dynamic viscosity 
p = density 

Subscripts 
B = Blasius 
/ = inner 

L = laminar equivalent 
m = pertaining to maximum 

velocity 
o = outer 
r = radial direction 
z = axial direction 
2 = refers to region outside of 

maximum velocity 
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Table 1 Values of the shape function <t>*(a) according to radius ratio, a 

0.0 10" 10" 10" 10" 0.05 0.1 0.3 1.0 
1.0 0.9457 0.9132 0.8569 0.7989 0.7419 0.7161 0.6820 0.6667 

\-a2 f= 

21n 
1 

(4) 

The volumetric flow rate in terms of the pressure gradient is 
easily shown to be 

«-;0-4^-T]'« 
In 

Now the D'Arcy friction factor written in terms of the 
mean wall shear stress is /=8f„, / (py2) where the shear stress 
has been averaged over the wetted perimeter as 
(Pi+Po)fw=PjT„i+P0Tw0. From (3) and the equation for 
volumetric flow rate one obtains 

/ = 

with 
< />* = 

1 

0-aV 

64M 

pvd4>* 

\+a2 \~a2 

In 

(6) 

(V) 

where d=AA /Pw = 2R0 (1 - a) is the usual hydraulic diameter. 
Typical values of </>* are given in Table 1 and may be found 
plotted in many sources (cf [13]). 

Limiting Case of Vanishing Inner Radius. For this case, 
several observations may be made: 

1. The limiting velocity distribution becomes 
y - (,R0

2/4ix)(.-dp/dz)(l-r2/R0
2). 

2. The limting shear distribution becomes 
Trz-(R0/2)(-dp/dz)(r/R0). 

3. The point of maximum velocity, Rm moves to the axis, 
i.e.,R,„ - 0 . 

4. The limiting volumetric flow rate becomes 
Q-(vR0

4/8n){-dp/dz). 
5. With identical definitions for friction factor (equation 

(6)) and mean wall shear stress, the shape factor 4>* is 
continuous and uniformly valid over the entire range of 
a as a goes to unity so that the friction factor becomes 
identical to the round tube value,/—64/Re. 

These results express identically the well known solution for 
Poiseuille flow in a circular tube. 

The purpose for including this exercise is to emphasize that 
the general case for laminar flow in a concentric annulus 
includes as a limiting subset laminar flow in a circular tube. 
That is, they are mathematically similar providing consistent 
definitions are utilized. The function <t>*(a) is uniformly valid 
for the entire geometric set. 

Modified Reynolds Number and Laminar Equivalent 
Diameter. It has been shown through recapitulation of 
existing theory that both circular tubes and concentric annuli 
may be considered geometrically similar in laminar, steady 
state, fully developed, Newtonian flow. The equations which 
describe the hydraulic behavior include equations (l)-(7) for 
radius ratios in the closed domain [0, 1] when limiting con-
ditons are considered. 

Concentric Annuli—Laminar Flow. From the previous 
development, it is seen that the general coordinate pair for 
smooth ducts in laminar flow is described by equations (6) 
and (7) so that the friction coefficient / and modified 
Reynolds number Re* are given by 

64 

Re* 
and Re* = 

pvdL 
(8) 

The length dimension, dL, is the laminar equivalent diameter 
expressed in terms of the hydraulic diameter, d, and the shape 
factor, </>*, as 

dL=dr(a) • (9) 

For all smooth concentric annuli, the coordinate pair (/,Re*) 
would be sufficient to describe the pressure loss in terms 
identical to those commonly used for circular tubes, i.e., the 
same graphical representation applies to both geometries in 
the set. 

Limiting Circular Tube Case—Laminar Flow. Since 
$* —1.0 as «•—0, equations (8) and (9) show dL —d, Re*—Re, 
and/—64/Re in this limit. These equations will thus describe 
both concentric annuli and circular tubes. Furthermore, the 
graphical representation of/versus Re is identical to/versus 
Re*, the former being the limiting case of the latter for a—0. 
A simple relabeling of the coordinates on existing "Moody" 
diagrams would thus suffice for the entire geometric set, at 
least in laminar flow. 

General Set—All Flow Regimes. Although Rothfus, 
Monrad, and Senecal earlier proposed the need for redefining 
the Reynolds numbers between flow regimes, it is believed and 
herein proposed that this is not necessary. In many situations 
of which the authors are aware, the Reynolds parameter 
requires no redefinition when the flows change from laminar 
to turbulent, including the case of flow in circular tubes; that 
is, for smooth tubes, the Reynolds number is the only 
parameter needed to determine the friction factor. It is thus 
proposed that the well known standard of comparison, the 
Colebrook equation [4], may be written in terms of the 
modified Reynolds number, Re*, as 

1 

W 
= 2.01og l0Re*v7-0.8 (10) 

In view of the limiting behavior of dL and Re*, it is obvious 
that this equation degenerates to that generally accepted for 
smooth circular tubes as a—0 for vanishing radius ratio. In 
addition, the opposite limit of infinite parallel plates, 
(a—1.0), has also been shown previously [11] to be expressed 
as the limit of the rectangular duct expressions, accurate to 
±5 percent. 

To use this method, it is seen that the graphical equivalent 
of equation (10), the "Moody" diagram, need only have its 
ordinate redefined to the more general modified Reynolds 
number, Re*, for it to be applicable to all three smooth 
geometries—circular tubes, concentric annuli, and rec
tangular ducts. Only the correct laminar equivalent diameter 
need then be specified through the appropriate shape factor 
for the given geometry. The balance of this paper will be 
devoted to providing a convincing demonstration of this 
proposal. 

Previous Correlation Methods 
The most widely accepted methods appear to be those of 

Rothfus, Monrad, and Senecal [18] and of Meter and Bird 
[22]. These will be described separately in what follows. 

Correlation of Rothfus, Monrad, and Senecal [28]. These 
workers reasoned that if the flow in the annular gap were split 
into two zones on either side of the point of maximum 
velocity, either half, taken by itself, would look like the flow 
in a round tube and could be correlated identically. They used 
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Table 2 Comparison of formulations for Rothfus, Monrad, 
and Senecal [28] and of Meter and Bird [22] with that 
proposed herein for the D'Arcy friction factor as determined 
by the Colebrook-type equation 

j 

1 

2 

3 

Method 

Rothfus, Monrad, and 
Senecal [28] 

Meter and Bird [22] 

Proposed method 

"J 

2/3 

20 

2.0 

VJ 

0.8/3 [ l - 2.5 log 1 0 - ~ ] 

°4^+5A 
0.8 

tValues for / /were obtained directly from reference [22] and may be 
extracted from the values of V given in Table 3. 

the Colebrook equation in terms of the outer-zone, zone-2, 
parameters to give3 

^=2.0log 1 0Re 2v7 2 -0 .8 (11) 
v/2 

where the friction coefficient in terms of the average value, 
and Reynolds number for the outer zone were specified as 

R0 —R,„ Ro -Rm „ ,.-, 
•^2=^27i r / a n d R e 2 = ^ 1 7 1 T R e (12> 

R0
2(l-a) RQ

2(l-a) 
They thus based their hydraulic diameter on the outer-zone 
flow area and outer-tube perimeter only. Their data con
firmed generally that the radius for zero shear in turbulent 
flow was the same as that for laminar flow given by equation 
(4). On the plane of/2 versus Re2, the correlation in turbulent 
flow is identical to the circular tube correlation. The average 
values differ markedly from the circular tube values at the 
same Re or Re2, in some cases predicted to be more than 20 
percent higher. For laminar flow, the applicable Reynolds 
number must be redefined to achieve circular tube 
equivalency, not a pleasing situation. 

For comparison purposes, equation (11) may be rewritten 
in terms of the modified Reynolds parameter as defined using 
the laminar equivalent diameter. Combining (4), (7)-(9), (11), 
and (12) yields 

^ = 2,3(tf)log,oRe*v7 

-O.80U) 1-2.5 l o g 1 0 ; ^ - M (13) 
L <t>*(a) J 

where /3(«) is a function of the radius ratio given by 

«.>-ji-"-,r'/?'"*'1 • (»> 
> ( l - a ) 

The value of /3(a) is in the range [0.9340,1.0]. The term in 
brackets in (13) is termed y (a) and varies monotonically from 
unity to 0.5600 as the radius ratio varies from zero to unity. 

Correlation of Meter and Bird [22]. Meter and Bird 
developed a correlation for the Blasius friction factor in terms 
of the modified Reynolds number by assuming a Prandtl 
mixing length relation which they then integrated in terms of 
two arbitrary constants determined by analogy with circular 
tubes. Their result, rewritten in terms of the D'Arcy friction 
factor, is 

^ = 2/?(a)log,0Re*v7-0.8[^(«) + ^ / / (a ) ] • (15) 

The expression actually used was in terms of the Blasius friction factor, one-
fourth the D'Arcy value, given by l/v7# = 41ogluRe2V/£ —0.4. Rewriting in 
terms of the D'Arcy value results in a subtractive constant of 0.8021 rather than 
the 0.8 in (11). The relative difference in a calculated value of/would be hflf = 
—0.0021 Sf, less than 4 parts in 10 , and has been neglected herein. 

The term in brackets is termed i}(a). In this term, the actual 
coefficient of 0.7526 was approximated by 0.75 in order to let 
7j(o)—l.O as a—0.0, thus compensating for the slight in
consistencies between rounded off versions of the Blasius and 
D'Arcy Colebrook equations. The radius parameter H(a) 
was given in the original paper. It varied monotonically be
tween 0.400 and 0.031 as the radius ratio was varied between 
zero and unity. 

Comparisons with Previous Methods 
Comparisons of the proposed method may be made with 

the two widely used formulations of references [22] and [28]. 
These comparisons will be made on both an algebraic-
numerical basis and on the basis of existing data. 

Algebraic and Numerical Comparisons. The correlations of 
references [22] and [28] are compared on the basis of their 
equivalent Colebrook-type formulations, ^ (/},Re*) = 1/V/— 
t/;log10Re*v7+ Vj, in Table 2. In both references [22] and 
[28], correlations have identical coefficients {/,• for the 
logarithmic terms which vary with radius ratio, /3(a) being 
unity at both extremes. In both cases, the coefficient Vj varies 
monotonically from a value of 0.800 at a = 0, to a lower value 
as the radius ratio approaches unity. The proposed method, 
however, has constant coefficients identical to the circular 
tube values, Uj = 2.0 and Ky=0.8, so the similarity is ac
counted for entirely through the laminar equivalent diameter 
in Re*. 

Table 3 provides numerical comparisons of the three 
methods on the basis of specified values of Re* = Re<£*. The 
circular tube values also given for comparison at the specified 
values of Re* are seen to vary because Re varies when 4>* 
changes with radius ratio. The proposed method, of course, 
has friction factors identical to the circular tube values at the 
specified Re* for a = 0, since in this case <£* = 1.0, Re* = Re, 
and the coefficients U and V are identical to the circular tube 
values. 

All three methods correctly approach the circular tube 
coefficients as the radius ratio vanishes. Both referenced 
methods are within 2 percent of each other for radius ratios of 
0.3 and smaller but may differ by nearly 6 percent in the flat 
plate limit. The method of Rothfus, Monrad, and Senecal [28] 
predicts values which return to the circular tube values at the 
flat plate limit while the method of Meter and Bird [22] 
returns to a value higher than the circular tube value by about 
5 percent Re* = 104 but with decreasing deviation at in
creasing values of Re*. Both are now known to be wrong in 
this limit [11]. The proposed method, however, correctly 
approaches the flat plate limit. 

Data Comparisons. A rather sensitive test to compare the 
correlations with each other and with existing data arises from 
the grouping* (a; Re*)= l/v7-2/3(a)log10Re*V/:. For they'th 
correlation where fj may be specified according to the 
coefficients Uj and Vj identified in the previous section, the 
grouping may be written as *J(Re*;a) = [Ut•• - 2 
/3(a)]log10Re*v^ — Vj. In the specific case of any correlation 
where [/, = 2/3, *y becomes independent of the Reynolds 
parameter. For Meter and Bird's correlation, a plot of $, 
versus a is identically a plot of [- Vj — 0.877(a)] versus a. For 
the Rothfus correlation, the result is a plot of [-Vj — 
O.80(a)y(a)] versus a. If £/,• is not identically equal to 2/3 (a), 
the plot would be parametrically dependent on the Reynolds 
number, Re*. For purposes of data comparisons, any data set 
[/,Re*] for a given geometry will yield a given value of $ 
which can be plotted for the corresponding value of a. The 
data should follow the $, behavior if the y'th correlation is 
valid. 

All data. The Fig. 1 data are replotted in Fig. 2 according to 
the ^-parameter. (The Blasius friction factor was used here 
for convenience along the Meter and Bird's original G-
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Table 3 Comparison of friction correlation coefficients and D'Arcy friction factors for references [22] and [28] with the circular tube 
values at given values of Re* and <j>*. For the present m e t h o d / = / ( R e * ; 2.0,0.8) 

a 0.0 0.05 0.10 

<F To 0.7419 0.7161 

V 2.000 1.874 1.868 

V 0.800 0.6660 0.6425 

/,„4 0.03089 0.03367 0.03362 
M0 

/,„5 0.01799 0.01979 0.01980 

/,„6 0.01165 0.01289 0.01291 

U 2.000 1.874 1.868 

V 0.800 0.7086 0.6799 

/,„4 0.03089 0.03413 0.03403 

/ 5 0.01799 0.02001 0.01999 

/,„6 0.01165 0.01301 0.01301 
M0 
/ ] 04 0.03089 0.02858 0.02832 
/,„5 0.01799 0.01692 0.01680 
J10 
/ 6 0.01165 0.01107 0.01101 

0.15 0.20 0.30 0.50 

0.7021 0.6930 0.6820 0.6719 

1.869 1.873 1.886 1.917 

0.6255 0.6110 0.5856 0.5421 

0.03341 0.3312 0.03242 0.03100 

0.01969 0.01954 0.01916 0.01837 

0.01285 0.01276 0.01252 0.01202 

1.869 17873 L886 1.917 

0.6647 0.6549 0.6427 0.06305 

0.03383 0.03358 0.03301 0.03186 

0.01989 0.01976 0.01943 0.01877 

0.01296 0.01288 0.01267 0.01224 

0.02817 0.02808 0.02797 0.02787 

0.01673 0.01668 0.01663 0.01658 

0.01097 0.01095 0.01092 0.01089 

0.70 1.00 Radius ratio 

0.6681 0.6667 Shape factor 

1.950 2.000 Correlation of Rothfus, 

0.5028 0.4479 Monrad, and Senecal [28] 

0.02965 0.02781 f=f(Re*;U,V) 

0.01760 0.01655 

0.01154 0.01088 

1.950 2.000 Correlation of Meter 

0.6230 0.6155 and Bird [22] 

0.03075 0.02922 f=J[Re*;U,V) 

0.01812 0.01722 

0.01182 0.01123 

0.02783 0.02781 Circular Tube Correlation 

0.01657 0.01656 /=/(Re*/4>*;2.0,0.8) 

0.01088 0.01088 

NOTE: Since Uj and Vj are constants at 2.0 and 0.8 for the proposed method, and since the values of Re* are specified, the values for friction coefficient 
predicted at the specified Reynolds number C/Re.) by the proposed method are identical with those for the circular tube at a = 0.0. 
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parameter which is just 4/3.) Vertical bars at a radius ratio of 
0.02 on the dotted lines indicate the sensitivity of the com
parison method to approximately 1 percent changes in the 
friction factor. 

The overall data scatter in Fig. 2 is quite large. In addition, 
the deviation between correlations at the flat plate limit is 
obvious, showing that neither correlation of references [22] or 
[28] can be correct in this limit. 

The large scatter in the region near a radius ratio of 1.0 is 
indicative of the problems associated with building a closely 
held geometry with a narrow gap. For one thing, the friction 
factor calculated from a given set of experimental data is 
proportional to the cube of the gap so that small errors in 
small gaps can lead to large errors in the friction factor. Lack 
of concentricity can also be a problem especially with narrow 
gaps, while entrance length effects might persist in concentric 
annuli to hundreds of diameters (Rothfus, et al. [29]). Finally, 
the possibility of swirl or other unusual flow characteristics 
cannot be neglected as will be seen shortly. 

Data Selection. From Fig. 2, while the weight of the data 
appear to follow the trends suggested herein, it is uncertain 
whether an unbiased observer would choose one method over 
another as best representative of all the data. Similar 
problems were faced by the principal author in the earlier 
work. In that case, a culling procedure was used wherein only 
data having verifiable laminar flow comparison with theory 
would be considered. Justification for this procedure was 
contained therein. Briefly, while it may be overly restrictive, it 
does not leave much room for questionable data to be in
cluded. 

It should be mentioned that certain of the existing data have 
been corrected—specifically those 0.650 radius ratio data of 
Rothfus [27], the data of Braum [2], and the data of Knudsen 
[14]. In all cases, the laminar values of the p roduc t / ' Re 
disagreed with theory and in these cases documentation was 
sufficiently good to allow the test section dimensions to be 
altered within their stated tolerances to provide closer 
agreement with theory in the laminar regime. 

Comparisons Using Confirmed Data. The results of the 
confirming procedure are shown in Figs. 3 and 4. In Fig. 3, it 
is seen that obvious deviations exist between the confirmable 
data reported in the literature and the normally accepted 
smooth tube line. Figure 4 shows that the agreement with the 
current method is superior in both magnitude and trends to 
the other two methods when compared with all data. In fact, 
the presently proposed method predicts a monotonic increase 
in friction factor with increasing radius ratio with fixed 
velocity and state while the other two correlations predict 
maxima. 

Discussion 
Walker's Data [34]. Because the data of reference [34], 

although unconfirmed at Reynolds numbers over 1000, did 
agree with theory at lower values of Re, and since they figured 
prominently in earlier correlation development, they were 
examined quite carefully. Walker's were evidently a carefully 
contrived set of experiments where dimensions were well 
known, concentricity well maintained, and measurements 
accurately completed. In addition, Walker, being a student of 
Rothfus, took adequate precautions with respect to entrance 
length problems identified earlier. 

The test apparatus, however, had no provisions to eliminate 
swirl. Walker stated (and their data clearly showed) that their 
results indicated " . . . a small upward deviation from the 
viscous relationship at Reynolds numbers below the lower 
critical point;" e.g., below the local minimum which occurred 
near a Reynolds number of 2000. These upward deviations for 
each of six annular geometries as well as 0.750-in. i.d. circular 
tubes were between approximately 6 and 20 percent in the 
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Fig. 2 Comparison of the proposed method with the methods of 
Rothfus, Monrad, and Senecal [28], and of Meter and Bird [22] with all 
data shown in Fig. 1. 

range of Reynolds numbers between 1000 and 2000. They 
further indicate that Rothfus and his co-workers had observed 
" . . . slight progressive departure from the friction factor 
equation for viscous flow . . . " in smooth tubes between 
Reynolds numbers of 1200 and 2030, and " . . . sinuous flow 
in the main stream . . . " over the same range. 

In Walker's tests, the fluid, water, exited unrestricted 
through a tee at right angles to the axial flow direction, im
mediately downstream of the pressure tap. Since there were 
no provisions to eliminate swirl, it was felt the presence of this 
tee could have caused secondary flows which, in turn, would 
lead to the departure from laminar theory. A short ex
perimental investigation simulating Walker's test was un
dertaken using nearly identical inlet and outlet, and with a 
radius ratio of 0.08. It was found that with flow progressing 
unrestricted to the exit tee, a strong secondary flow instability 
was reproducibly generated at modified Reynolds numbers as 
low as 700. This instability had the appearance of a double 
helical flow pattern, sometimes appearing to degenerate into a 
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confirmed data are compared on the basis of the modified
Reynolds number using the laminar equivalent diameter, the
scatter is reduced to approximately ± 5 percent from the line
represented by the Colebrook equation, equation (18), with a
mean deviation of less than 1 percent for values of the
modified Reynolds number, Re*, greater than 7000. This
seems to be about the best one can expect when comparing
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Fig. 4 Comparison of methods of Rothfus, Monrad, and Senecal [281,
Meter and Bird [22], and the proposed method with all the confirmed
data taken from Fig. 1

Fig. 5 Photograph of typical double helix dye pattern observed in the
mockup of Walker's [34] geometry near a Reynolds number of 1560
(Re'=11301
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Fig. 6 Comparison of the use of the modified Reynolds number, Re*,
with the outer·wall·based Reynolds number of Rothfus, Monrad, and
Senecal [281, Re2' for correlation of critical Reynolds number. Lines are
taken from the original figure in reference [28].
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Fig. 3 Culled data accepted for comparison based on accurate
laminar flow measurements taken from those shown in Fig. 1. Com·
parison is on the basis of the hydraulic diameter-based Reynolds
number.

definite swirl as shown in Fig. 5, and could easily have caused
the higher friction observed in laminar flow, and probably
also in turbulent flow.

Critical Reynolds Numbers for Transition. Walker [34] also
examined his data in detail for lower and upper critical
Reynolds numbers. A reproduction of his plot is shown in
Fig. 6. These values, which represent the local maxima and
minima of the data in the transition regime, were found to
monotonically increase with increasing aspect ratio. Also
shown in this figure are the equivalent modified Reynolds
numbers for both lower and upper criticality. The standard
deviation for the lower critical Re* is 2 percent and for the
upper critical is 5 percent.

Comparisons Based on Modified Reynolds Number.
Typical of the confirmed data of f versus Re* are those of
Koch and Feind [15] for radius ratios of 0.2 and 0.4, and data
of Leung [20] for a radius ratio of 0.787. These are shown in
Figs. 7 and 8, respectively. In the latter case, radial vanes
leading to and from large plenna at inlet and outlet eliminated
the possibility of swirl. Laminar flow data in the latter case
accurately spans two decades of modified Reynolds number.
Mean deviations are less than 1 percent in both cases for
modified Reynolds numbers over 7000, a difference of ap
proximately 10 percent in the former case from the predic
tions of [22] or [28] for a = 0.2.

All confirmed data are shown in Fig. 9. The agreement is
seen to be excellent in all cases with data scatter similar to that
found to exist in the rectangular duct case [11]. If these
confirmed data were to be compared on the basis of the
hydraulic diameter-based Reynolds number, the scatter band
would have been increased by approximately 12 percent above
the tube correlation for a total deviation of approximately - 5
to + 17 percent. Rather, it is seen in this figure that when the
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highly accurate data from various laboratories, and is 
compatible with the findings reported previously [11]. For 
design purposes, then, a 5 percent uncertainty should be 
placed on the predictions provided by using equation (18). 

Finally, one should keep in mind the implications of the 
results presented with respect to heat and mass transfer, as 
well as regards the effects of roughness. These have been 
enumerated in the previous paper [11] and shall not be 
repeated herein. 

Conclusions and Recommendations 
Based on the work reported in this paper, the following 

conclusions appear to be valid: 

1 The trends and limiting behavior of the methods of 
Rothfus, Monrad, and Senecal [28] and of Meter and Bird 
[22] for predicting turbulent frictional pressure loss in smooth 
concentric annuli appear to be incorrect. 

2 Circular tubes and concentric annuli are mathematically 
shown to be geometrically similar in laminar flow, and by 
data comparison to be similar in turbulent flow. 

3 The resultant equations which are thus proposed for use 
in predicting steady state, fully developed, flow friction 
factors in the entire smooth geometric set which comprises 
concentric annuli and circular tubes include: 

(a) Laminar flow—/ = 64/Re* 

{b) Turbulent flow— l / v j = 21og10 R e * v / - 0.8 

These equations behave correctly in both radius ratio limits. 
The uncertainty in these predictions is judged to be within 5 
percent for turbulent flow above Re* =7000, representing the 
resultant scatter in the objectively confirmed data base 
existing in the literature. 

4 The correct definition for the modified Reynolds 
number, Re*, which provides consistency for all geometries in 
the entire set uses the laminar equivalent diameter, dL, given 
by the product of the hydraulic diameter and the shape 
function specified in equation (7), (i.e., see equation (9)), and 
applies uniformly for all radius ratios in the closed range of 
zero to unity. 

5 The modified Reynolds number method proposed herein 
based on the laminar equivalent diameter provides complete 
geometric equivalency between the three geometries of 
smooth circular tubes, smooth rectangular channels, and 
smooth concentric annuli for both laminar and turbulent 
flows. The correlation procedure appears to be as accurate as 
the best available experimental data when differences between 
laboratories are taken into account. 

6 No objectively confirmable data exist having radius 
ratios less than 0.2. Such data are needed to further test the 

: ' 
^ V , 
~ \ 

\ 
-

r 
-

: 

-

i i i i n n 

\ i 

N.-* 

i i i m i l 

: 64 
Re* 

M i l l 1 

c£"^-i 

M . , 1 I 

1 1 1 1 t 1 I I 1 1 1 1 

ANNULAR DATA - 1 0 / 7 4 

d; =0.005 

d0= 1.023 

/ = = 2 .0 l oq i o Re* / ^ -QQ 

1 . 1 1 I I 1 1 1 I I I 

1 1-

~ 
" 
~ 
~ 

: 

-

-

n i l 

MODIFIED REYNOLDS NUMBER-Re 

Fig. 8 Typical use of modified Reynolds number, Re*, in correlation of 
frictional pressure drop in concentric, smooth annuli. Data of Leung 
[20] for a radius ratio of 0.78. 

I01 

10° 

io-' 

in2 

CURVE AUTHORS 

f a LEUNG 

f o KOCH 8 FEIND 

f v KOCH 8 FEIND 

2 f • KOCH 8 FEIND 

2 f » KOCH 8 FEIND 

2 f » ROTHFUS (ADJ.) 

4 f 0 KOCH a FEINO 

4f o BRAUN (ADJ.I 

: " 8 f • KNUOSEN (ADJ.) 

- I6 f o KOCH 8 FEIND 

i m > | 

YEAR a 

1975 0.787 

1958 0.840 

1958 0.800 

1958 0.700 

1958 0.600 

1948 0.652 

1958 0.400 

1951 0.344 

1949 0.280 

1958 0.200 

K 

- \ ^ ? » - - 6 4 l -ALL CONFIRMED DATA 

7a7\ \ '" îiSStt*,--
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trends predicted herein with vanishing radius ratios. Such 
data should be obtained with due consideration to the 
precautions described herein and enumerated as follows. 

It is strongly recommended that any experimenter obtaining 
frictional pressure drop data on any noncircular geometry and 
especially on annuli obtain sufficient data in the laminar flow 
region to insure the adequacy of the experimental procedure. 
Any deviation from the theory at modified Reynolds num
bers, Re*, much less than 2000 is indicative of erroneous 
experimental technique and/or inaccurate knowledge of the 
actual geometry used. Specific difficulties and their symptoms 
include the following. 

1 Lack of adequate knowledge of the true annular gap, 
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where the friction factor varies as the cube of the gap, will 
give difficulties. Data thus obtained will tend to be parallel to 
the theoretical line if no other difficulties exist. 

2 Eccentricity can also be a difficulty, especially with small 
annular gaps and will have friction factors smaller than 
theoretical. 

3 Swirl caused by distorted inlet conditions is expected to 
appear as higher than normal friction and can be eliminated 
by flow straighteners in the inlet and exit. 

4 Secondary flows may be caused by any number of cir
cumstances including the presence of an unrestricted bend at 
the exit as demonstrated herein. The symptom will be a 
deviation from the laminar theory above some Reynolds 
number which, in the present case, was found to be near 
Re* =700. 
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Low-Reynolds-Number Turbulent 
Boundary Layers 
This paper presents experimental wind-tunnel data that show the universal 
logarithmic velocity profile for zero-pressure-gradient turbulent boundary layer 
flows is valid for values of momentum-deficit Reynolds numbers Re as low as 600. 
However, for values of Re between 425 and 600, the von Kdrmdn and additive 
constants vary and are shown to be functions of Re and shape factor H. Fur
thermore, the viscous sublayer in the range 425<R0 <600 can no longer maintain 
its characteristically small size. It is forced to grow, due to viscous effects, into a 
super sublayer (6-9 percent of the boundary layer height) that greatly exceeds 
conventional predictions of sublayer heights. 

Introduction 
A thorough analysis of the majority of creditable zero-

pressure-gradient turbulent boundary layer data at low 
Reynolds number was done by Coles [1]. He found that the 
velocity profile of the inner layer (.y/6<0.2), excluding the 
viscous sublayer, obeys the high Reynolds number 
logarithmic velocity profile. Coles also shows that the outer 
layer similarity law at large Reynolds numbers is not valid for 
the low Reynolds number flows. He presents an analysis 
showing that the "wake" profile parameter 7r is a function of 
the momentum-deficit Reynolds number, Ke. 

Kline, et al. [2], present limited zero-pressure-gradient 
velocity profiles, some of which are at values of R9 as low as 
480. They found that the wall shear stress determined from a 
wall slope method did not agree with the predicted value from 
the universal logarithmic profile. Their wall-slope deter
mination of the shear velocity UT is consistently found to be 
lower than the shear velocity determined from a Clauser fit of 
the logarithmic velocity profile. 

Herring and Mellor [3] found better agreement with ex
periments by using a variable parameter a in the outer eddy-
viscosity formula in their numerical calculations for the 
compressible turbulent boundary layer at low Reynolds 
numbers. 

Simpson [4] presents an alternate approach to the low 
Reynolds number effect by varying the von Karman constant 
K for Re <6000 and the additive constant C while holding a 
constant. This implies a breakdown of the logarithmic profile 
at low Reynolds numbers. K is shown to be a function of R9. 

McDonald [5], following the theory of varying parameters 
in the outer layer, requires the eddy-viscosity formulation to 
be a function of Reynolds numbers to account for the effects 
of low Reynolds numbers. 

Huffman and Bradshaw [6] attempt to resolve the con
troversy by analyzing the existing data in duct flow. They feel 
if K and C are found to be constant in the turbulent duct flow, 
it would demonstrate the constancy of K and C in the tur
bulent boundary layer flow since low Reynolds number 
turbulence is expected to be greater in duct flow than in 
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boundary flow. They show A'and Cto be constant throughout 
the range of Reynolds numbers. 

Cebeci [7] examines the universality of K, C, and the 
parameter a. in the Clauser-type outer layer eddy-viscosity 
formula. He found that A" is constant; however, he also found 
a is not constant at low Reynolds numbers. He felt a should 
be expressed as a function of Reynolds number. 

Granville [8] examines low Reynolds number data by means 
of an elaborate technique of curve-fitting and extrapolation. 
He estimates a minimum value of R8 = 740 for the existence of 
a turbulent boundary layer. 

Later, Granville [9] derives a formula for predicting larger 
values of skin-friction coefficients, Cf, than conventional 
(high Reynolds number) theory. This is accomplished by 
"adding" viscosity to the outer layer in an intricate analysis 
of velocity similarity. 

Recently, Purtell [10] performed low-velocity experiments 
which result in low Reynolds number boundary layer flows. 
He found that the logarithmic profile applies to all Reynolds 
number flows. Furthermore, if "proper" scaling, as defined 
by Purtell [10], of turbulence measurements is performed, it 
will produce similarity of the data at all Reynolds numbers in 
both the inner and outer layers. 

It is observed from the foregoing studies that there is 
limited agreement about the nature of the turbulent boundary 
layer at low Reynolds numbers. In particular, the question 
about the universality of K and C is not settled. In the present 
paper, additional wind-tunnel data is presented to clarify the 
question about the constancy of K and C at low Reynolds 
numbers. 

Experimental Facility and Wind Tunnel 

The test facility is a low-pressure chamber located at 
NASA-Ames Research Center, Moffett Field, Calif. The 
chamber houses an atmospheric wind tunnel. The tunnel 
occupies the center floor area of the chamber. The present test 
section provides a zero-pressure-gradient test facility. Low-
pressure experiments are currently being conducted with both 
air and carbon dioxide, C 0 2 , as working fluids. Vacuum to 
the tower is supplied from a five-stage steam ejector plant. 

The low-pressure tunnel is a 1.2x0.9 m open-circuit wind 
tunnel with a total length of about 13 m. It consists of five 
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sections, each 2.4 m long, plus a 1 m entrance, see Fig. 1. The 
first section is wood enclosed and contains the entry cone and 
flow straighteners. The following two sections are constructed 
of 2.4 cm-thick Plexiglas on all sides. All measurements are 
taken in the third section at a distance of 6.36 m from the 
entrance. The fourth and fifth sections are diffusers. 

A boundary layer trip of 1 cm dia pebbles, is randomly 
placed over the first meter of the tunnel's floor adjacent to the 
entrance section. The test section is more than 25 boundary 
layers lengths from the pebble trip. A fairing of concave 
molding is installed in the four corners of the tunnel to reduce 
secondary flows. A flow straightener is used in the tunnel 
entry. It is constructed 25 cm wide by 0.1 cm thick with 10 x 
10 cm openings. This results in a freestream turbulence level 
of 2 percent. A complete description of the test facility is 
given in reference [11]. 

The tunnel is driven by either high-pressure air or carbon 
dioxide ejected through a network of small orifice nozzles 
located at the end of tunnel section 4. There are 13 pipes, each 
with five or six orifices yielding a total of 72 equally spaced 
orifices. The maximum freestream wind speed through the 
tunnel is 15 m/s at atmospheric pressure and 170 m/s at 0.5 
kPa pressure. 

Instrumentation 
Wind speed in the tunnel is monitored with two sets of 

Pitot-static tubes, four individual probes in all. The Pitot-
static tube sets are each connected to a capacitive differential 
pressure transducer. One set of probes is used with a trans
verse mechanism to determine velocity profiles, while the 
other is fixed and measures the freestream speed. / 

Mean velocity profiles are measured by means of a flat-
tened-tip Pitot tube (see insert on Fig. 7) designed by United 
Sensor. A 1/8 in. dia static pressure probe is mounted near the 
Pitot tube in the same downstream plane. The Pitot tube is 
mounted on a rack and pinion vertical transversing device. 
The pressure differential is measured by a Datametrics 
Barocel. For increased accuracy in determining the mean-
velocity profiles, MacMillan's [12-13] low Reynolds number 
and shear displacement corrections are applied to the Pitot-

-Flow Straightner 

Pressure 
and Temp 
Probes 

-Probe 
Traversing 
Mechanism 

Section B - B 
Test Section 

Test Section Area = 1.1 m 

Fig. 1 Diagram of the wind tunnel showing entrance cone and flow 
straighteners (Section A-A), test section with various probes (Section B-
B), and diffuser-drive system (Section C-C) 

tube measurements. The maximum corrections applied to the 
Pitot-tube measurements are always less than 5 percent of the 
resultant velocity. Further, it is assumed that the Pitot tube 
responds only to the longitudinal component of turbulence. 

Three gages, two mechanical and one electrical, are used to 
monitor the ambient pressure inside the chamber during an 
experiment. Chamber pressure is monitored by two-bourdon-
tube gages and one strain-gage device. These vary in accuracy 
and sensitivity. A Wallace and Tiernan (Model FA 160) 
absolute pressure gage is used; its range is 0.1 to 20 mm Hg 
(±0.1 mm Hg). On the same line is another Wallace and 
Tiernan gage (Model FA 129) which reads from 0 to 800 torr 
( ± 5 torr). The third device is an electronic barometer. The 
signal is taken from a sensor mounted inside the chamber. 
Calibration is done with reference to a standard mercury 
barometer. Stagnation temperature is read from the output of 
a thermocouple probe located in the tunnel. The probe is a 
United Sensor silver-plated total temperature Chromel-
Alumel thermocouple. Output from the thermocouple is fed 

N o m e n c l a t u r e 

C = 

Cr = 

H 
P 

Re.v 

Rev 

R« 

additive constant in the inner 
layer logarithmic mean 
velocity profile; equal to 5.45 
skin-friction coefficient, 
2r0 / (p«„2) 
shape factor, 8*/6 
static pressure inside and at 
the edge of the boundary layer 
stagnation pressure 
Reynolds number based upon 
downstream distance, u„xlv 
Reynolds number based upon 
vertical height, u„y/v 
Reynolds number based upon 
momentum-deficit thickness, 
u„6/v 
mean velocity component 
parallel to the wall 
nondimensional u velocity, 
u/ur 

friction speed, (T0/p)'/! 

freestream value of velocity at 
edge of boundary layer 
mean velocity component 
perpendicular to the wall 

x = l ong i tud ina l coo rd ina t e 
parallel to the wall 

y = perpendicular coordinate 
normal to the wall 

' + = nondimensional wall distance, 
yu7/v 

a = coefficient in the outer eddy-
viscosity formula 

5 = thickness of the boundary 
layer 

8* = displacement thickness, I ( l jdy 

= viscous sublayer thickness 

[s u / u \ 
= momentum thickness, 1 — II lay 

Jo » \ ua/ 
k = von Karman constant ap

pearing in the "Law-of-the-
Wall" equation 

v = kinematic viscosity 
•K = Coles's "wake" profile 

parameter 
= fluid density 
= shear stress 
= wall shear stress 

P 

T 

T0 
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through Chromel-Alumel wires to an Omega Engineering 
MCJ Cold-Junction Compensator. 

Analysis of Velocity Profiles 
Mean-flow velocity profiles are determined from the 

differential pressure measurements of the Pitot-static probes. 
They are reduced from strip chart recordings of the pressure 
differential as a function of height. Time-averaged profiles 
are drawn by hand on the strip chart recording, thus 
•establishing a mean profile. The profiles are required to have 
constant ambient chamber pressure ( ± 3 percent) and a 
constant freestream velocity ( ± 2 percent). Data are then 
recorded from the mean profile. Each profile data set con
tains at least 20 readings, the majority having many more 
than 20 data points. 

As a result of drawing the mean profile through a con
tinuous strip chart recorder pressure curve, it is feared this 
would introduce large errors into the velocity determination, 
since it is difficult to place the mean-pressure profile ac
curately. Hence, ten profiles were selected, with varying 
Reynolds numbers in both air and carbon dioxide, and for 
each profile an upper and lower estimate of the mean curve is 
drawn. In each profile, it is visibly noticeable that the upper 
profile overestimates the mean and the lower profile un
derestimates the mean. It is found that subsequent calculation 
of the shape factors never varied by more than 5 percent and 
were typically less than 3 percent, thus implying the shape 
factor to be accurate to within ±2.5 percent (20:1 odds). 
Similarly, the calculation of R9 displays a ± 10 percent 
variation (5:1 odds). The velocity profiles are found to be 
accurate with ±5 percent of the true value by the same 
technique of error analysis. A thorough description is 
presented by Barr [14]. 

The data were reduced, taking into account Mach number 
and slip flow effects. For an isentropic compressible flow the 
local velocity u is given by 

: 2 C ^KK) 7] (1) 

where Cp is the specific heat, T0 is the stagnation tem
perature, Pis the static pressure, P0 is the stagnation pressure, 
and 7 is the ratio of specific heats (Cp/C„). Equation (1) 
assumes no heat transfer. The variation of temperature is 
found from the velocity profile by using the expression 

T=TQ-u2/2Cp (2) 

where Tis the temperature. The local Mach number, density, 
and viscosity are calculated from the temperature distribution 
through the boundary layer. The Mach number is always less 
than 0.3. The slip flow effects are estimated by the slip to 
freestream speed ratio [15] and found to be negligible. 

Each profile is numerically curve-fitted by means of a 
multipiece cubic spline technique. The displacement thickness 
5* and momentum-deficit thickness 8 are determined by in
tegrating the resultant curve fit using a numerical quadrature 
technique. 

The low-density tunnel allows large changes in fluid 
properties. These changes yield a wide range of parameters. 
For example, the kinematic viscosity v can be varied from 0.14 
cm2/s at atmospheric pressure to 40 cmVs at the lowest 
chamber pressures. The momentum-deficit thickness 
Reynolds number, Rg, varies from 200 to 10,000. 

Law of the Wall. The surface shear stress T0 can be 
determined by Coles's [1] method from the velocity profiles. 
This is accomplished by assuming the velocity profile obeys 
the logarithmic law 

— = - l o g - ^ + C 
uT K v 

u/u« 

1.0 

0.8 

0.6 -

0.4 

0.2 

0.0040-

-0.0035 

.0030 

200 10J 10' 

Re„ 

Fig. 2(a) u / u „ as a function of u„y/ i> and lines of constant C ( values 
as determined by equation (4). Test conditions: 9.21 percent at
mospheric pressure; u „ = 22.9 m/s; i- = 1.60 cm/s; 5 = 16.0 cm; and 
R) = 2 0 6 0 . Test conducted in air. Uncertainty: velocity ratio ± 2 percent 
(odds 20:1); Reynolds number ± 2 percent (odds 10:1). 

1.0 r 

Fig. 2(b) ulum as a function of y/S and cubic-spline curve fit (solid 
line). Test conditions same as those in Fig. 2 (a). Uncertainty: velocity 
ratio ± 2 percent (odds 20:1); height ratio ±5 percent (odds 10:1). 

for the wall region O/<5<0.2) excluding the viscous sublayer. 
This technique is utilized in the present study to determine T0 

using ^=0 .418 and C=5.45 as determined by Patel [16]. 
Hence, 

= 5.5 logmy+ +5.45 (4) 

Coles also established that u+ in the wake region (>7<5>0.2) 
is a function of Reynolds number for Rs less than 5000, given 
by 

u+=fi(y/8) + (2/C/)
,/> (5) 

where Cf is the skin-friction coefficient and / ] is a universal 
function. The mean-velocity distribution outside the sublayer 
is described by the expression, 

1 TT 

^ l o g y + + C + -w(y/8) (6) 

(3). 

where TT is Coles's profile parameter given by: 

TT = 0 .55[1 - exp( -0 .243 £'/j -0.298?)] (7) 

where 

£ = Rfl/425 - l (8) 

At a value of Re =425, the TT function is zero and below this 
value of R9 the boundary layer is not considered turbulent. 

Boundary Layers With R„>600. Initially, a typical 
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Table 1 Experimental data'3' for air and carbon dioxide at low 
pressure for fl„ from 600 to 1200 and H from 1.36 to 1.49. 

R8 

614 
655 
741 
750 
768 
775 
795 
937 
976 
982 
993 

1017 
1021 
1025 
1033 
1058 
1089 
1094 
1128 
1142 
1153 
1155 
1161 
1164 
1177 
1202 

Unoerta 
6 i 10 % 

b Sk in - f r 
C Sk in - f r 

Fluid 

CO, 
CO, 
CO, 
AIR 
AIR 
AIR 
CO 2 

CO 2 

CO 2 
CO 2 
CO2 
CO 2 
COj 
AIR 
CO 2 
AIR 
AIR 
AIR 
AIR 
AIR 
AIR 
CO 2 
AIR 
AIR 
AIR 
CO 2 

nties 
(10:1 

ct ion 

ct ion 

"-(f) 

32.7 
96.2 
28.3 
98.7 
85.2 
41.6 
91.8 
86.6 
97.5 
17.6 
77.9 
61.0 
70.2 
24.0 
88.3 
20.7 
10.6 
20.7 
47.4 
10.8 
50.3 
20.9 
47.5 
10.6 
47.6 
70.5 

are as Foi l 
odds); H ± 

coe f f i c ien t 

coe f f i c i en t 

«(¥) 
11.5 
26.8 
7.74 

21.4 
20.3 
12.5 
21.5 
18.8 
20.8 
3.8B 

15.9 
11.7 
13.3 
5.36 

17.6 
3.88 
1.36 
3.88 
9.03 
1.88 
9.12 
3.89 
8.17 
1.85 
9.03 

12.7 

owe: Re ± 
2 . 5 X ( 2 0 : 1 

as calcula 

as detcrtni 

P(kPa) 

0.693 
0.300 
1.03 
0.720 
0.400 
1.20 
0.387 
0.440 
0.400 
2.00 
0.507 
0.653 
0.600 
2.67 
0.467 
4.00 

11.9 
4.00 
1.67 
8.26 
1.73 
2.01 
1.93 
8.40 
1.67 
0.626 

52 (5:1 
odds); 

ted from 

ned from 

6 (cm) 

19.5 
15.8 
19.5 
16.4 
16.7 
21.3 
17.0 
18.5 
18.5 
18.5 
19.0 
18.0 
17.5 
18.9 
19.0 
17.2 
13.0 
18.1 
19.0 
18.0 
18.3 
22.0 
18.2 
17.5 
20.5 
21.5 

odds); 
Cf (Clan 

Coles's 

"Clauser 

6*/<S 

0.169 
0.170 
0.150 
0.137 
0.161 
0.160 
0. 153 
0.164 
0.154 
0.160 
0.152 
0.160 
0.160 
0.180 
0.161 
0.168 
0.145 
0.161 
0.163 
0.157 
0.168 
0.141 
0.149 
0.166 
0.156 
0.149 

u, i 2 % (20:1 
ser) ±7% (10 

r e l a t i o n , Equ 

ve loc i t y cur 

676 

0.116 
0.115 
0. 104 
0.0991 
0.110 
0.109 
0.109 
0.110 
0.112 
0.117 
0.107 
0.109 
0.111 
0.121 
0.108 
0.115 
0.107 
0.113 
0.113 
0.111 
0.114 
0.0975 
0. 110 
0.117 
0.109 
0.101 

odds); p 
:1 odds). 

a t lon (9) . 

« • " (K - 0 

H 

.46 

.48 

.45 

.38 

.46 

.47 

.40 

.49 

.38 

.37 

.42 

.47 

.44 

.49 

.49 

.46 

.36 

.42 

.44 

.41 

.47 

.45 

.35 

.42 

.43 

.48 

3/ i 

418 

c j x i o ' 

4.51 
4.33 
4.35 
4.93 
4.15 
4.21 
4.64 
3.75 
4.49 
4.57 
4.11 
3.78 
3.92 
3.66 
3.66 
3.85 
4.72 
3.99 
3.86 
4.04 
3.63 
3.81 
4.36 
3.92 
3.83 
3.60 

C^x 10' 

4.72 
4.81 
4.81 
4.83 
4.73 
4.65 
4.60 
4.38 
4.50 
4.56 
4.40 
4.43 
4.41 
4.25 
4.34 
4.35 
4.33 
4.27 
4.20 
4.30 
4.25 
4.15 
4.23 
4.15 
4.20 
4.16 

(20:1 odds); 

and C = 5 45) . 

U / U o 

1.0 

0.8 

0.6 
J CO 

0.4 

0.2 

0.0050 

10' 10J 10" 
Re„ 

Fig. 3 u/Uoo as a function of u0,y/c and lines of constant Ct (equation 
(4)). Test conditions: 1.1 percent atmospheric pressure; u„, =41.6 m/s; 
c = 12.5 cm2/s; 6 = 21.3 cm; and Rs=775. Test conducted in air. Un
certainty: velocity ratio ± 2 percent (odds 20:1); Reynolds number ± 2 
percent (odds 10:1). 

boundary layer velocity profile is examined at a relatively 
large value of R„ = 2060 to examine the agreement with 
conventional results. The higher valued R9 experiments are 
not of primary interest here but are conducted to establish the 
reliability of the test system. Next, flow with 600 <R„ < 1200 
is examined and are shown to exhibit conventional charac
teristics for high Reynolds number flows, e.g., K and C 
remain constant. 

Figure 2(a) displays the dimensionless velocity u/u„ as a 
function of the Reynolds number, Re,, =yu„/v. Figure 2(b) 
shows u /u„ as a function of ylb. The Cf determined from the 
Clauser [17] technique is 0.00351. This compares well with a 
value of 0.00353 which was calculated from Coles's empirical 
expression [18]. 

Cf = 
0.3 exp(-1.33//) 

(9) 
(logR,)1-7 4^-3 1" 

where H is the shape factor defined as <5*/0. The measured 
value of 7T from the figure is 0.439 which agrees with Coles's 
expression (equation (7)) that yields a value of 0.441. This 
case is typical of the higher Reynolds number flows 
(R0 > 1200) in the sense it matches standard results for Cf, ir, 
and it has characteristic values of 8* and 9. 

Figure 3 displays a typical plot of ulu„ versus Rev for 

R9 =775. The profile has a moderate wake and has an H of 
1.46. The graphically determined value of Cf (Clauser) is 
0.00465. The Cf as calculated from equation (9) is 0.00421, 
which is substantially lower. This is a common result of flows 
with 600<R„<1200. Equation (9) consistently un
derestimates the Cj value determined by the Clauser technique 
for 600<R»< 1200. 

Table 1 presents a partial summary (limited to data with a 
range of H from 1.36 to 1.49) of experimental data for 
600 <R„ < 1200. Also presented are calculated values of Cf as 
determined by equation (9). An empirical expression is 
developed to fit the experimentally determined C/s (Clauser). 
The basic form of the equation is assumed to be [14]. 

10 'R„ (10) 

following the form of Schlichting [19]. Values of Ax and A2 

are selected such that they minimized the normalizing error 
weighting each data point equally. This results in an ex
pression of Cf of 

C / = 0.023Re-°-24 (11) 

which is felt by the author to be more accurate in the range of 
600 < R„ 1200 than equation (9). 

Figure 4 presents Cf as a function of R«. The solid line is 
given by equation (11). A comparison of the data to empirical 
expressions of Ludwig and Tillman [20], l/7th power law 
(Schlichting [19]) and Coles's equation with different con
stants coefficients is performed. They are all found to be less 
accurate than equation (11) when compared to the C/s 
(Clauser) in the range 600 < R„ < 1200. 

Figure 5 displays a typical plot of w+ as a function of y+ in 
the range 600 < R 9 < 1200; the normalizing shear velocity is 
determined by the Clauser technique. Figure 5 displays typical 
results for all flows with 600<R<,<1200 that are examined. 
The logarithmic equation (4) is valid for all these velocity 
profiles in the near wall region. In summary, despite the low 
Reynolds numbers, Kand Cmaintain constant. 

Boundary Layer Flows With R s<600. The present ex
periments show variation in the values of K and C for flows 
with Re <600. This phenomenon is investigated by examining 
typical mean-velocity profiles. 

A measure of the presence of turbulence is performed in the 
logarithmic portion of the boundary layer for the range 
425<R 0<600. The Pitot tube is held at a constant height in 
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»CO, 

10̂  103 

Re 
Fig. 4 Cf as a function of R,h The solid line is the predicted values of 
equation (11). Circular symbols represent data taken in air while the 
plus ( + ) symbols are data taken in carbon dioxide. Uncertainty: Cf ±7 
percent (10:1 odds); flj ± 5 percent (10:1 odds). 

100 500 

y + 

Fig. 5 u + as a function of y + .Also shown is u + versus y + (curved 
solid line) and equation (4) (straight solid line). Test conditions same as 
those in Fig. 3. Uncertainty: u + ± 2 percent (20:1 odds); y + ± 2 percent 
(10:1 odds). 

the near-wall region and the pressure differential recorded as 
a function of time. The Barocel pressure transducer has a 
frequency response of 1kHz and the strip chart recorder 100-
200 Hz. All differential pressure signals appear to be con
tinuously turbulent. The total system response including the 
Pitot and static probes tubing is above 100-200 Hz, and it is 
only limited by the strip chart recorder. 

Figure 6 presents u/ux as a function of Rey. This is typical 
of many profiles with 425<R e <600. As observed from the 
figure, it is impossible to select a value of Cf from the Clauser 
technique (#=0.418 and C= 5.45). The logarithmic region of 
data is seen to cut across the predicted lines of constant C /s , 
e.g., C7 = 0.0045, 0.0050, 0.0055, and 0.0060. This is a 
common result of nearly all profiles in the 425<R e <600 
range. It is clear from this that the form of the logarithmic 
velocity equation (3) is correct, but A1 is not equal to 0.418 and 
Cis not equal to 5.45. 

K is observed to be a function of R9, but only in the range 
425<R„<600. An approximate variation of K from the 
present data is given by 

#=0.0013R„ -0.362 (12) 

for the range 425 <R„ <600. Above R„ =600, #=0.418 . The 
additive constant C appears to be a function of both Rg and 
H. 

The thick boundary layers made it possible to obtain Pitot-
tube data within the viscous sublayer. This, in turn, results in 
an estimate of the wall shear stress from the wall slope. A 
typical profile for the range 425 <R 9 <600 is shown in Fig. 7. 
Since it is possible to obtain several points within the viscous 
sublayer, an estimate of the slope of the mean velocity profile 
could be made. This method will be referred to as the wall-

u/u. 

Rey 

Fig. 6 u/u„ as a function of (yuxh) and lines of constant Ct 

(equation (4)). Test conditions: 0.67 percent atmospheric pressure; 
ua =46.8 m/s; ^ = 19.4 cm2/s; 5 = 21.2 cm and fl9 =492. Test conducted 
in air. Uncertainty: velocity ratio ±2 percent (20:1 odds); Reynolds 
number ± 2 percent (10:1 odds). 

i i r 
Relative Size of Flatten 
Pitot Tube 

T 

SIDE 

VIE* 

ize ot flatten -y _ 0.4 mm 

/ _ L 
ginttninfiiib. "irrz 
§Vun,,,n,,,z8 _ T - J l -
[-^ 5 7 mm »H I * 

END VIES 

Edge ot Viscous 

Sublayer y+ = 12.5 -

Fig. 7 Height y as a function of u. Determination of the wall shear 
stress by the wall-slope method is done from these curves in the range 
425<R#<600. The shear velocity is calculated from the slope in 
forming the y + 's. Test conditions: 1.45 percent atmospheric pressure; 
u„, = 30.9 m/s; 6 = 16.0 cm; and Re = 463. Uncertainty: y±5 percent (10:1 
odds); u ± 5 percent (10:1 odds). 

slope method for determining the shear velocity uT and Cf. 
Note that the result of variable K and C for 425 <R„ <600 
does not depend on the determination of shear velocity. The 
edge of the sublayer, the point at which the velocity deviates 
from a linear relation with height, is found to be y+ = 12.5. 
The height of the viscous sublayer is denoted by 8S. The wall-
slope method is used in determining uT for they+ calculation. 
This is the only way to determine uT in this range since the 
logarithmic equation (3) does not have constant K and C 
coefficients. The location of y+ =12.5 and relative size of the 
Pitot tube are shown on the figure. The solid line drawn 
through the data represents the least-squares linear-regression 
fit to the data. Here, ur = 128.5 cm/s and hence Cf = 0.00345 
for R e =463. This seems to underestimate the value of Cf 

since similar runs with slightly larger velocities, such as 
R„>600, yield values of Cf (Clauser) of 0.0045 or greater. 
Hence, it is unlikely that this run at a lower velocity and thus a 
lower R„, would have a value of Cf lower than 0.0045. 
Moreover, because of reduced value of R0, the viscous effect 
becomes greater and the value of Cf should be greater than 
0.0045. Unfortunately, no direct means of measuring Cr is 
available. This same phenomenon was observed by Kline, et 
al. [2]. They examined zero-pressure-gradient data and found 
that the wall-slope method for determining uT underestimates 
the shear velocity as determined by the Clauser technique. A 
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Fig. 8 u + as a function of logarithm y + . Also shown is u + versus 
y and equation (4). Test conditions same as in Fig. 7. Uncertainty: 
u + ±5 percent(10:1 odds); y + ±5percent (10:1 odds). 

calculated value of Cf from equation (9) yields 0.00477 for the 
Fig. 7 velocity profile. Unfortunately, it is not possible to 
determine Cr (Clauser) due to the nature of the profile as 
discussed earlier. 

By using y + >5 data, reference [2] may have artificially 
lowered the value of uT (wall slope). The use of y + >5 data to 
determine ur is known to underestimate the value of shear 
velocity. This would create the effect shown in Fig. 9{b) of 
reference [2]. That is, the data in the logarithmic region lie 
above that predicted by equation (4). Many profiles 
(425<Re<600) for the present data yield values of Cf (wall 
slope) approximately equal to 0.005. These profiles also have 
data that lie above that predicted by equation (4) in the 
logarithmic region. However, this seems to be a different 
phenomenon than that described in reference [2]. They found 
similar results for all values of R„. Here it happens only when 
425<R e <600 when Cr (wall slope) is used in finding uT. It 
appears as the value of R0 decreases a better estimate of Cf 

(wall slope) is obtained. For example, the Cr (wall slope) of 
Fig. 6 is 0.00527. 

The nondimensional height, 8s/8, of the viscous sublayer 
increases in value with decreasing values of Re. In Fig. 7, the 
value of 8s/8 is equal to 0.0629, which is common for velocity 
profiles in the range 425<R e<600. The height of the 
sublayer in the present experiments for this range varies from 
6 percent to 9 percent of 5. The rule-of-thumb indicator of 10 
v/(UT8) yields only maximum values of 4 percent or less. 
Hence the sublayer in this region (425<R9<600) is referred 
to as a viscous super sublayer. 

It should be noted that the nondimensional sublayer 
thickness v/[uT8] gradually increases starting at a value of 
Re = 1200 if ur (wall slope) is used. There is not a sudden 
growth of the physical sublayer height at R9 = 600, as may 
appear to be the case. This artificial effect stems from the 
replacing of u7 (Clauser) with ur (wall slope) at Re = 600, and 
there does not appear to be a physical change in the rate of 
growth of the sublayer height 5,,. 

Figures 8 and 9 show u+ as a function of y+ with equation 
(4) presented. The shear velocities are determined by the wall-
slope method. These figures indicate that the logarithmic 
region lies above the predicted values; note, however, that ur 

(wall slope) is used in normalizing y+ and u+ . Of more than 
20 experimentally-measured profiles in the range of 
425<RS<600, all but a few exhibit the same basic trends. 
Both profiles are void of any substantial wake region and 
agree reasonably well with Coles's predicted ir. 

Figure 10 displays w+ as a function of y+ for three cases 
with nearly constant values of Re equal to 500. The variation 
of H, while maintaining a constant Re, is accomplished by 
varying the ambient chamber pressure and performing ex
periments at different freestream velocities. The uT is 
determined by the wall-slope method. Kline, et al. [2], found 
almost identical results by using the uT (wall-slope) method 
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Fig. 9 Similar experimental results as those found in Fig. 8 with 
R(i = 480 and the shape factor H is 1.53. Test conditions: 1.05 percent 
atmospheric pressure; u„ =39.9 m/s; p = 13.3 cm2/s; 5 = 15.0 cm. Test 
conducted in air. Uncertainty: u 
percent (10:1 odds). 

±5 percent (10:1 odds); y + ±5 

Fig. 10 u + as a function of y + for three experiments with/?„ ap
proximately equal to 500. This shows variation of individual velocity 
distributions from equation (4) as a function of H. Uncertainty: u + ±5 
percent(10:1 odds);y+ ±5 percent (10:1 odds). 

instead of the shear velocity determined by the Clauser 
technique. Since it is not possible to determine the Clauser 
shear velocity in the present data, it is not possible to make the 
same comparison they made; however, it is clear that the form 
of the logarithmic profile equation (4) is appropriate for 
profiles (425 < R9 <600), but Kand Care not constant. 

A comparison between the present data and the data 
presented by Purtell [10] can be made. Such a comparison 
shows that for Rg > 600, the data are in complete agreement 
within experimental errors, namely, the uT's found in both 
cases, by different means, are approximately the same. Both 
sets of data are hence in agreement with the universal velocity 
profile and other high Reynolds number results. 

All of PurtelPs data are for R„ >600 except for one velocity 
profile at Re = 500, which seems to follow the universal 
profile. This result does not agree with the present data for Re 

between 425 and 600, in which the data do not follow the 
universal velocity profile. The strong majority of profiles 
measured in the present study are unable to fit the lines of 
constant Cr as shown in Fig. 6. 

A warning is made that the flow in the Re range of 425 to 
600 may not be in equilibrium or fully developed. Although 
the profiles appear to be developed as measured by the Coles's 
7r-wake parameter and the signals appear to be continuously 
turbulent, it may be that the position of transition is fluc
tuating up and down the length of the tunnel. Furthermore, 
the boundary layer may not have recovered from the initial 
tripping of the flow. The roughness used to trip the boundary 
layer is 1 meter in length composed to randomly placed 1 cm 
pebbles placed at the entrance of the tunnel. This situation 
effectively creates a smooth-rough-smooth flow which slowly 
relaxes and may take downstream lengths greater than 50 
boundary layer thicknesses to return to equilibrium. Also, the 
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present data are not infallible to other effects such as unusual 
flow history due to recirculating flow in the pressure chamber 
and the presence of large values of freestream turbulence. 

Figure 11 shows u/u„ as a function of y/8 for various R/s. 
The well-known laminar solution is also shown. By examining 
individual runs made at different times under different 
conditions, a range of data is obtained. It seems reasonable to 
assume a gradual blending from the laminar profile to tur
bulent profile, as a function of Re and H, is a process the flow 
would experience as Rg were gradually increased. It appears 
there are no rapid changes that occur at any one value of R0 in 
the process. These flows are found to have intermittent 
laminar-turbulent flow within the logarithmic region as 
observed from the pressure transducer output while the Pitot 
tube is held at a constant height in the logarithmic region and 
the signal recorded. 

Conclusions 
Experiments measuring the mean-velocity profile for values 

of Re >600 suggest that the form of the logarithmic velocity 
profile is correct and K and C remain invariant. However, 
calculated values of Cy from Coles's relation (equation (9)) 
predict values of Cy's 7-15 percent lower than values obtained 
by the graphical Clauser technique. An empirical relation, 
equation (11), is presented that yields better agreement with 
Clauser C/s than equation (9) for the limited low Reynolds 
number range 600<Re < 1200. 

In the range 425 <Re <600, it is shown that the form of the 
logarithmic is valid, but the constants K=0A\8 and C=5.45 
do not fit to the experimental data. K and C are found to be 
functions of Re and H. When the data are plotted as u + 

versus y+ , each normalized by uT (wall slope), the logarithmic 
region is found to lie above that predicted by equation (4). 

Lastly, these flows (425<R9<600) develop an unusually 
large viscous sublayer, here described as a super sublayer. The 
measured heights of the super sublayer are 6-9 percent of the 
boundary layer heights, far exceeding conventional predic
tions. 
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Aerodynamic Effects of Shape, 
Camber, Pitch, and Ground 
Proximity on Idealized Ground-
Vehicle Bodies 
Results are presented from an experimental study of the lift, drag, pitching 
moment, and flow field of a series of rounded edge simple bluff bodies of various 
cambers and tapers. The bodies were proportioned to be similar to those of 
idealized ground vehicles such as automobiles, vans, and trucks. The models were 
tested with and without simulated wheels, underbody roughness, and proximity to a 
stationary and moving ground plane. The pitch angle was varied at zero yaw angle. 
The force and moment coefficients and flow visualization studies indicated the 
existence and importance of flow regimes characterized by a pair of trailing vortices 
on the leeward side of the body similar to those found over an inclined body of 
revolution and over slender delta wings. These flows can suppress bubble-type 
separation. The effects of a rough underbody are generally detrimental although 
less so if the rough surface is on the windward side. A moving ground plane was 
found to give significantly different lift and drag for small ground clearances 
characteristic of actual road vehicles. 

Introduction 
In the past several years, there has been a strong increase in 

interest in the field of aerodynamics of bluff bodies. Much of 
this interest originates in the desire to reduce drag and thus 
fuel consumption of road vehicles. Other interest is related to 
side forces, lift, and stability of road vehicles. 

A very extensive base of aerodynamic knowledge exists in 
airplane aerodynamics, but it has not been as directly helpful 
to road vehicles as had been anticipated for two reasons. The 
first is that aircraft are, almost universally, intentionally 
designed to consist of an assemblage of components, each of 
which will support a nearly ideal simple unseparated flow. 
For example, some basic flows which are used are nearly two 
dimensional airfoils, slender bodies of revolution at zero 
angle of attack, delta wings, axisymmetric or 2-D inlets, etc. 
However, even in aircraft aerodynamics, most of the in
teresting problems occur when there is interference, three-
dimensionality, or breakdown of these simple flows, for 
example, at wing-body junctions, tips, or in separated 
regions. On the other hand, bluff body flows, as characterized 
by automobiles and trucks for example, are designed 
primarily to meet other requirements such as payload shape 
and restricted overall dimensions. This usually results in 
shapes giving flows which are far from the ideal "clean" 
flows of aircraft. 

The second reason why aerodynamic knowledge has not 
been widely and effectively applied in the automobile industry 
until recently is that aerodynamics usually had been con-

Contributed by the Fluids Engineering Division for publication in the 
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Engineering Division July 31,1979. 

sidered as completely subsidiary to styling and was not given 
serious consideration except in that context. For example, as 
aircraft began to fly supersonically which required sharper 
edges, automobile stylists and designers also moved toward 
sharper edges even though they are inappropriate for the low 
speeds of automobiles. (A few manufacturers were ex
ceptions; Citroen, Porsche, and Saab, for example, have 
historically given higher priority to aerodynamics and have 
produced relatively aerodynamically efficient vehicles over 
the years.) 

An excellent compendium of papers on road vehicle 
aerodynamics can be found in the General Motors Research 
Laboratories symposium volume: Aerodynamic Drag 
Mechanisms of Bluff Bodies and Road Vehicles [1]. Road 
vehicles support flows which are quite different from those 
over typical aircraft components. The relations between lift 
and drag and body shape are quite complex, depending on 
ground proximity and on whether the body supports a 
classical attached flow followed by a simple separation bubble 
wake at the rear or whether longitudinal vortices form on the 
lee surface. Morel [2, 3] discussed this problem in detail and 
carried out a set of definitive experiments with inclined base 
bodies with sharp side edges. 

The goals of the present work were to understand how 
taper, camber, pitch, ground proximity, and other shape 
changes affect road-vehicle lift, drag, and flow patterns. The 
results should be helpful to theoretical understanding as well 
as for vehicle design for low drag or controlled lift or 
down force. The basic shapes tested were variations of road-
vehicle-proportioned bluff with rounded edges. As low drag 
becomes more important to vehicle design, most will have 
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Experimental Equipment and Procedures

The series of models tested are indicated in Fig. I. They
were constructed of wood with a variety of detachable rear
end upper and lower pieces. (All joints were sealed with tape.)
All tests reported were run using a 13 mm wide, boundary
layer transition strip of 0.41 mm carborundum grit on double
faced tape, located, as shown in Fig. 2, in a plane just before
the shoulder of the nose. A series of tests on one configuration
showed a maximum change of 2 percent in drag between any
two tests with or without a range of transition strips and
Reynolds numbers varying from 1.4 to 3.4 X 106 based on
body length. Tests in free flow were carried out at Re = 2.5 x
106 , those near the fixed ground at 2 x 106 , and those with
the moving or stationary ground belt at 1.5 x 106 • The
frontal area of the basic model without upswept rear deck,
wheels, or roughness is 1.362 m2 • This value was used in the
definition of all coefficients to keep comparisons on a
common basis.

The wheel shapes used corresponded to 76 mm radius
wheels. To simulate a rough underbodY,ten 13 by 13 mm
strips were added underneath the basic shape at 51 mm, but as
previously mentioned, this was not included in the base area:

Fig. 1 Sketch of models used in study. All dimensions are in
millimeters.

their front and side edges rounded enough to eliminate
forebody separation and separation due to slight yaw. A series
of force measurement and flow visualization tests were
carried out on the bodies with varying camber, taper, and
pitch as shown in Fig. 1. The configurations were all based on
a rounded nose and a rectangular midsection with all
longitudinal edges radiused at 20 percent of the body height.
This large an edge radius has been shown to insure attached
flow, independent of Reynolds number for small to moderate
angles to the free stream [4-6]. One of the primary goals of
the research was to delineate the types of flow found on this
class of bluff body over wide range of pitch angles and to
relate this flow to measured aerodynamic forces and
moments.

Several investigators have considered the application of
variations of slender body theory to the bluff bodies typical of
road and rail vehicles [7, 8]. The present test results for a wide
range of pitch angle, body camber, and body taper can serve
as a data base to compare to such analytical approaches.

Another topic of great interest in road-vehicle
aerodynamics is the mechanisms by which shape, underbody
roughness, wheels, and proximity to a moving or fixed ground
bring the drag coefficient of a vehicle up to of order 0.45 from
the ideal streamlined body value of say 0.05. For some
discussion of these effects, see reference [9] and the
discussions in reference [I], pages 120-123 and 357-372. The
tests reported here include tests with and without a rough
underbody and/or additions representative of wheels. Also,
the effects of varying proximity to fixed and moving ground
plane surfaces were studied. .

This study is primarily directed toward an understandmg of
flow patterns and their relation to lift and drag on idealized
bodies rather than practical testing of present ground vehicle
bodies.

SIDE VIEW

Free flow With fixed Near ground
ground board belt

~
±O.O05 ±O.OI ±O.OI5
±O.OI ±0.03 ±O.04

~ ±0.005 ±0.01 ±O.OI5

Estimated Overall Uncertainties

-Flg.2 Model mounted above moving ground belt

used to define force and moment coefficients. The clearances
reported for the simulated ground tests were also always
measured from the basic smooth underbody.

The models were tested at various pitch angles but zero yaw
angle in the nominally rectangular 1.68 x 2.13 m (5.5 by 7 ft)
cross section low speed wind tunnel of the Department of
Aeronautics and Astronautics, the University of Southamp
ton, Southampton, England. The test section is approximately
3.34 m2 , thus the blockage of the 0.142 base area model at
zero angle of attach is only 4 percent. At this blockage, the
correction recommended by Pope and Harper [10], con
servatively based on a separated flow drag coefficient of 0.3,
is less than 3 percent. Similar but smaller corrections may be
derived from references [11] and [12]. Because of their small
and uncertain size, no such corrections were applied to the
data which are presented here. As the corrections are
proportional to CD' they might become signi ficant at the
highest angles of attack. Similarly, the floor and ceiling
proximity to the ends of the models might have become
significant at the more extreme angles of attack [12], but no
corrections were applied for this effect either.

The University of Southampton wind tunnel is equipped
with a three-component remotely-operated movable weight
balance accurate and repeatable in the present experiments to
±0.67N in lift, ± 1.33N in drag, and ±0.41 N.m in pitching
moment. The model was mounted on a rod halfway back on
the model at a height as indicated in Fig. I. Either a pitch rod
or nose wire were also used depending on whether the ground
belt was installed. The tare drags of the mounting rods, wires,
and struts were estimated using two-dimensional CD results
for the component shapes as reported in reference [12]. The
tare drag coefficients estimated were 0.113 for the free flow
and ground plane tests using the pitch wire and 0.462 using
the unfaired pitch rod. The estimated overall uncertainties,
including both balance and tare uncertainties, are shown in
the following table:

The repeatability of tests is considerably better, being about
±O.OI in CD even near the ground belt. The angle of pitch of
the model was accurate and repeatable to within about 0.1
deg. However, the moving ground belt angle could only be
aligned with the flow to an accuracy of about 0.5 deg.
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Fig. 3 Lift and drag of bodies with various mean cambers and tapers 
in free flow. Note lift and drag slope changes in different flow regimes. 

The thin fixed ground board was installed with the model 
remaining nominally centered in the tunnel test section. It 
extended about one-half body body length in front of the 
model and about one length behind. A 229 by 305 mm flat 
plate was installed normal to the flow, underneath the board 
to bring the dividing streamline in parallel to the ground 
board as observed with tufts and by the measured pressure 
difference between the top and bottom shoulders of the 
leading edge of the board. 

The ground belt used consisted of a 3.2 mm thick fabric and 
rubber belt 1.12 m wide and 2.08 m long between roller 
centers. It was tensioned to prevent wave motion and rode 
over a perforated suction plate to keep the belt surface planar. 
The belt was driven by a hydraulic motor and its speed ad
justed to match the free stream using a stroboscope to 
measure roller rotation rate. The belt was mounted in the 
tunnel floor and the tunnel floor boundary layer was bled 
away through a slot in front of the belt whenever it was in
stalled in the tunnel. The modified test section with belt in
stalled was recalibrated using a pitot static tube showing a 6.5 
percent increase in test section dynamic pressure, which was 
accounted for in the flow velocity and force coefficient 
calculations. The velocity profile near the moving belt showed 
essentially no boundary layer remnant. 

Results 

Free Flow Forces and Moments. The first set of data were 
taken for five different models without rough underbodies or 
wheels tested in free flow nominally in the center of the wind 
tunnel test sections. The lift, drag, and pitching moment 
coefficients based on the nominal frontal area of the model 
front section and the overall model length are presented in 
Figs. 3 and 4. Data were taken every 5 deg of pitch angle. 
Several conclusions can be drawn from the curves. 

Both the lift and drag coefficients show slight change in 
slope at various pitch angles as different flow patterns are 
established. For example, the results for the simple 0 deg top, 
0 deg bottom model show a change in character at around 
plus or minus 10 to 15 deg with a small reduction in lift curve 
slope and a stabilizing of the rate of increase of CD with a. As 

• Data point 

Fig. 4 Pitching moments corresponding to Fig. 3 

Fig. 5 Sketches of flow with lee side vortices 

will be discussed subsequently, this change occurs when a pair 
of vortices is first observed to form on the lee surface of the 
model. With the 0-0 deg body, this occurs symmetrically. The 
other models are more complex with different surface angles 
on upper and lower sides and the flow changes are more 
complex. However, the bumps in CD were still found to occur 
at angles where the pair of lee side vortices just become ob
servable. These vortices, which are sketched in Fig. 5, produce 
lowered pressure and thus maintain lift. 

These flows with pairs of lee side vortices fed by a 
separation shear layer are well known on delta wings and on 
inclined bodies of revolution (see, for example, the review by 
Peake in reference [14]). The flows are also similar to the 
slanted base flows studied by Morel [2, 3] and Hucho [6]. 
However, in the present cases, the vortices formed on top and 
bottom surfaces usually prevented any bubble-type separation 
on these surfaces. In the present case bubble-type separation 
only occurred at the base or locally near roughness or other 
shape changes. The flow transitions observed were associated 
with changes from fully attached flow to the lee vortex pair 
type. Such transitions to bubble separation were seen at about 
30 deg (his 60 deg) on Morel's CD and CL results for his 
vehicle-like body (Figs. 17 and 18 of reference [2]). Because 
of the lower aspect ratio of the inclined surfaces and perhaps 
the more rounded side edges, the transition to vortex flow 
occurs gradually and the inflow produced by the closley 
spaced vortices prevents the quasi-axisymmetric (bubble) 
separation from occurring on the top or bottom surfaces. 

Another conclusion which can be drawn from the curves is 
that lift depends almost entirely on angle of attack and on 
body mean camber (the shape of the line midway between 
upper and lower surfaces). The three bodies with a mean 10 
deg upsweep have very similar lift curves while the body with 
the 20 deg upsweep has approximately twice as large a zero lift 
angle. It may be observed that the zero lift angle is essentially 
equal to the body mean line rear upsweep angle. This also 
nearly coincides with slender body theory and also with the 
rough approximation often used for 2-D airfoil sections 
whence the zero lift line is constructed between the mean line 
at midchord and at the trailing edge. It is not known if these 
results will hold for other camber line shapes. 
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Fig. 6 Effects of "wheels" and rough underbody in free flow, un·
tapered model

From Fig. 3, the minimum drags of the bodies can be seen
to be related primarily to the body taper or base area. Here
the lowest drag coefficient of 0.12 is obtained, as would be
expected [15] with the most tapered or boat-tailed body. The
drag increases with base area but not in any simple way.

For this free flow case, it is clear that the minimum drag
occurs at zero lift as would be expected from vortex or in
duced drag considerations without ground effect.

The effects of rough underbody and "wheels" can be seen
in Figs. 6 and 7. The results show that these effects are most
important at negative and near zero angle of attack. This is
because they then affect the lee side vortex flow. On the other
hand, at high positive angles of attack, the features are on the
windward side and the effects on the lee side vortices are
small. With wheels alone to leeward, the negative lift was
stronger at angles past where vortex flow begins. The negative
lift and drag correspond to that on the basic body at a slightly
steeper angle of attack. Thus it appears from the force curves,
and is confirmed by flow visualization, that· the projecting
wheels help trigger and stabilize the vortex formation in a
similar manner to the strakes discussed by Peake [14].
However, if lateral forces are not desired, as they would not
be on most r~ad vehicles, it is clear that plain rounded edges
should be used.

Flow Visualization. The flow patterns on and around the
bodies were visualized by oil flow, smoke, and tufts. Figures 8
and 9 show surface flow lines obtained by using fluorescent
green dye in light oil. Figure 8 shows the converging surface
lines associated with the separating free shear layer which
feeds the lee side vortices. This picture was taken of the
bottom of a body which had top and bottom upswept at 10
deg and a pitch angle CI. == - 10 deg. For this angle, the vortex
flow was well established. In Fig. 9, the windward side surface
flow lines show the beneficial effects of the well rounded side
edges.

Smoke was also injected into the flow for some flow
conditions confirming the identification of lee side vortices by
the oil and tuft studies. Short wool tufts were applied to the'
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Fig. 7 Effects of "wheels" and rough underbody in free flow, tapered
model.

Fig. 8 Surface flow lines on bottom rear of body. Body with rear
bottom and top upswept 10 deg and at a = -10 deg. Thus surface Is at
- 20 deg angle to free stream. Note separation line associated with
leeward side vortex sheet origin (runs near line are due to gravity effect
on accumulated dye·oll mixture).

model to visualize near surface flow and longer strands were
used with conical paper ends to locate trailing vortices. The
conical ends tend to keep the strands located in lower
stagnation pressure regions and suppress whipping at the tuft
ends.

Figures 10 through 12 show the progression of the vortex
flow pattern with increasing inclination of the lee surfaces to
the flow. The vortices first form at low angles of attack
toward the rear of the body as shown in Fig. 10. As the angle
of attack is increased, the vortices move forward and
strengthen as seen in Fig. 11. They induce an inflow down to
the body lee surface centerline which prevents the formation
of the quasi-axisymmetric (or bubble) separation. It can be
seen that even at extreme angles, as in Fig. 12 where a bubble
type separation may form upstream on the body, the flow will
be reattached further back by the strong vortices.

The next figure shows the effects of wheel-like projections
and underbody roughness on the flow. Although, as men-
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Flg.9 Surface flow lines on top of body, conditions as Fig. 8. showing Fig. 11 Same as Fig. 10 except", = + 25 deg and vortices originate
smooth flow around rounded edges on windward side further forward

Fig. 10 Basic body at '" = +15 deg. Note that streamwise vortices
have formed at rear but not near front.

tioned in the previous section. "wheels" trigger the vortices,
the tuft studies showed that the flow structure remains
basically unchanged [16]. In Fig. 13, roughness strips are
added to the underbody and the flow still remains attached
due to the vortices. In contrast, when the overall angle of
attack was changed to + 5 deg, the separation behind the
roughness became somewhat larger due to the weaker lee side
vortices [16].

The Effects of Proximity to Fixed and Moving Ground
Planes. The problem of how vehicle flows are affected by
ground proximity has been discussed for decades. Even the
question of whether a moving ground plane is required seems
to depend upon the particular tests as can be seen from the
discussion on pages 120-123 of reference [I]. The present
experiments include a number of tests adjacent to fixed and
moving ground planes to investigate some of these effects.

In Fig. 14, the lift, drag, and pitching moment of a body
with a 20 deg upswept rear underbody located near a fixed
ground board are presented. At zero pitch angle, the clearance
under the body was 71 mm which means that there was still a
29 mm clearance under the wheels when they were mounted.
This clearance was used to allow variation in the pitch angle
of the body with respect to the flow and ground plane. As can
be seen from Fig. 14, the drag was quite large at CI near zero
degrees but decreased for higher angles of attack concurrent
with the reduction in negative li(t. Thus we see that near the
ground, excess drag is still associ(itec!/with nonzero lift as
expected from trailing vortex energy concepts. This relation is
also evident in the experiments of Morel [2, 3] where drag can
also be correlated with lift. Of course, if a body is touching
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Fig. 12 Body with 20 deg upswept rear and a approximately 35 deg.
Rear surface is approximately 55 deg to free stream but stili un·
separated. Bubble of separation near nose Is reattached by vortex flow.
Note outward flow on lee surface feeding vortex sheets.

the ground, lift need not be associated with trailing vortices
and excess drag, but in practical situations it is found to be the
case.

The flow visualizations for zero degrees angle of attack and
a 20 deg upswept rear configuration showed that when wheels
were added, any small separation was decreased slightly and
the vortex flow was strengthened as was previously observed
in the free flow cases [16]. This is reflected in the considerably
greater negative lift of the body with wheels in Fig. 14. On the
other hand, when underbody roughness was added, the rear
underbody was nearly completely separated [16], and Fig. 14
shows a large reduction in negative lift and a large increase in
drag. No definitive vortex structure was indicated by the
streamers for this case, even in the wake [16].

This flow under the upswept rear underbody is somewhat
analogous to a three-dimensional diffuser flow. The 20 deg
angle was seen to be marginal for ordinary attached flow and
the wheels help somewhat by triggering the vortex flow. On
the other hand, the restriction and retardation of the flow by
the rough bottom led to full stall.

As the angle of attack of the body was increased slightly,
the diffuser angle was reduced and the flow began to reattach
and drag was reduced [16]. In a situation where downforce
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Fig. 15 Lilt, drag, and pitching moment of a body at various
clearances from fixed and moving belt ground simulation

Fig. 14 Lilt, drag, and pitching moment of various bodies near fixed
ground board

was desired, strakes might be used to trigger vortex flow as
discussed by Peake in reference [14] for aircraft fuselages.
(Vortex generators can also be used to maintain diffuser
action as, for example, underneath the Lotus 79 Formula One
racing car.)

The last full set of tests was performed with a model with
wheels and rough underbody at several distances from both a
running and stationary conveyer belt ground simulation.
There are several reasons why flow around a body may be
influenced by the speed of the ground. The first is that with a
moving ground relatively more air will flow between the body
and ground, changing both the body's circulation and the
flow forces on the bottom surfaces of the model. The in
creased flow would be expected to increase drag and con
tribute toward negative lift. A second important effect can be.
the reduction or elimination of any separation which might
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occur on a fixed ground plane. A third, secondary, effect
would be felt if any of the primary effects changed the type of
flow pattern. For example, a change in either flow underneath
the body or floor separation could trigger or change the
vortex flow pattern on leeward surfaces.

Figure 15 shows the results for the 20 deg upswept rear
underbody model with wheels and rough bottom at various
clearances from the ground belt. At 191 mm clearance
(clearance to body length ratio H/l = 0.18) no effect of belt
motion is measured and the negative lift, drag, and pitching
moment are all increased relative to the free flow results of
Fig. 7. At 140 mm clearances (h/l = 0.13), the effect of
ground motion becomes significant, but its effect on lift
reverses with change in angle of attack perhaps indicating a
secondary effect of belt motion. At the smallest, most
representative clearance of 64 mm (h/l = 0.05), we see the
expected result of increased negative lift and drag with a
moving ground surface. At this clearance, little difference in
the flow pattern between belt moving or statiQnary could be
seen in the tuft studies [16].

Although a mechanical failure prevented further tests, one
flow visualization photograph was obtained with the moving
ground for the same model, but without the rough un
derbody. A small decrease in the area of separation was seen
compared to similar conditions except with a fixed ground
board [16]. The change in separation implies a significant
change in forces and moments for this smooth underbody
model as well.

Summary and Conclusions

1 A comprehensive series of lift, drag, and pitching
moment measurements for a series of road-vehicle-related
bluff bodies in free flow are presented. These should be of
interest in testing analytical predictions for bluff body flows.
Various changes in flow character were observed at different
pitch angles. It would be desirable to obtain force data with a
closer pitch angle resolution than the 5 deg use4-hete to find
out more about the details of the flow transitions.
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2 From the flow visualizations it was seen that twin lee side 
vortices become important to the flow and forces at local 
angles of attack of the surface of about 15 deg, depending 
somewhat on taper. The transition to vortex flow appeared to 
be gradual with the rounded side edges used. The presence of 
wheel-like projections triggered the vortices at smaller angles. 
Further research on the effects of sharp edges and strakes on 
vortex flow on bodies is needed. 

3 The vortex flow in these geometries reattaches or 
prevents bubble separation on the body except at the base. 
Thus this can be a desirable if one wishes to maintain a strong 
downforce. 

4 A rough surface is detrimental to drag as is well known, 
but even separation behind a rough surface can be overcome 
by a strong vortex flow. 

5 The effects of proximity to a moving and stationary 
ground are quite significant and similar to those of previous 
investigators' work with smooth underbodies [17]. However, 
the detrimental effects of a rough underbody are accentuated. 

6 The need for a moving rather than a stationary ground 
becomes important for clearance to body lengths of less than 
about 0.1. The moving ground tends to increase drag and 
negative lift. 

7 Away from the ground, minimum drag occurs at the 
pitch angle of zero lift as expected from trailing vortex energy 
concepts. Over the range of pitch angles studied in ground 
proximity, drag is also usually reduced when lift magnitude is 
reduced. This indicates that even with ground proximity lift is 
usually associated with vortex drag. 

8 Future studies are needed to clarify the role of a moving 
ground for both rough and smooth bottomed vehicle shapes. 
Vehicles' bottoms with "skirts" as are used on many racing 
cars should also be investigated with stationary and moving 
ground. The use of rear body upsweep and strakes or 
"Venturis" to give downforce or reduce net lift is also a 
promising area for further research. 
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D I S C U S S I O N 

K. Koenig1 

Professor George presents a thorough set of measurements 
of the aerodynamic characteristics of some simple three-
dimensional cambered bodies with proportions appropriate to 
ground vehicles. The shapes chosen have not previously been 
examined. The effects of several problem areas relevant to 
ground vehicles - attitude, underbody details, ground 
clearance and moving ground plane-are also explored. 
Although the automotive industry is the principal beneficiary 
of this work, the data should also be useful to the aerospace 
industry; many transport aircraft, for example, are 
characterized by fairly small fineness ratios and highly up
swept afterbodies much like the geometries in the present 
study. 

Several aspects of the force measurements deserve com
ment. There are interesting similarities between the free field 
behavior (Fig. 3 and 4) and the characteristics of simple 
planform, thin wings. Of particular importance is the ob
servation that minimum drag occurs very near the zero-lift 
angle of attack. A similar trend is indicated by Fig. 14 for 
bodies in ground proximity. Figure 3 also shows a definite 
correlation between lift and drag for a given body at varying 
angles of attack. However, and this point is sometimes not 
fully appreciated (see the discussion following reference [2] of 
this paper), there is not a correlation between lift and drag be
tween different bodies; for example in Fig. 3 at + 15° three 
bodies have identical lift coefficients but quite different drag 
coefficients. Another feature of these results which should be 
noted is the low drag, CD = 0.12, observed for the boat-tailed 
body in a free field and the surprisingly small increase, ACD 

= 0.04, which occurs as the body approaches the ground. 
Although he has made no obvious attempt to optimize the 
body, Professor George has obtained a reasonably practical 
shape which approximates the minimum drag currently 
thought possible of ground vehicles. (To understand the 
significance of this, see the General Discussion of reference 
[1]). However, the drag is seriously degraded by the addition 
of underbody protrusions. With regard to items like un
derbody details, the data presented in this paper for wheels, 
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2 From the flow visualizations it was seen that twin lee side 
vortices become important to the flow and forces at local 
angles of attack of the surface of about 15 deg, depending 
somewhat on taper. The transition to vortex flow appeared to 
be gradual with the rounded side edges used. The presence of 
wheel-like projections triggered the vortices at smaller angles. 
Further research on the effects of sharp edges and strakes on 
vortex flow on bodies is needed. 

3 The vortex flow in these geometries reattaches or 
prevents bubble separation on the body except at the base. 
Thus this can be a desirable if one wishes to maintain a strong 
downforce. 

4 A rough surface is detrimental to drag as is well known, 
but even separation behind a rough surface can be overcome 
by a strong vortex flow. 

5 The effects of proximity to a moving and stationary 
ground are quite significant and similar to those of previous 
investigators' work with smooth underbodies [17]. However, 
the detrimental effects of a rough underbody are accentuated. 

6 The need for a moving rather than a stationary ground 
becomes important for clearance to body lengths of less than 
about 0.1. The moving ground tends to increase drag and 
negative lift. 

7 Away from the ground, minimum drag occurs at the 
pitch angle of zero lift as expected from trailing vortex energy 
concepts. Over the range of pitch angles studied in ground 
proximity, drag is also usually reduced when lift magnitude is 
reduced. This indicates that even with ground proximity lift is 
usually associated with vortex drag. 

8 Future studies are needed to clarify the role of a moving 
ground for both rough and smooth bottomed vehicle shapes. 
Vehicles' bottoms with "skirts" as are used on many racing 
cars should also be investigated with stationary and moving 
ground. The use of rear body upsweep and strakes or 
"Venturis" to give downforce or reduce net lift is also a 
promising area for further research. 
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noted is the low drag, CD = 0.12, observed for the boat-tailed 
body in a free field and the surprisingly small increase, ACD 

= 0.04, which occurs as the body approaches the ground. 
Although he has made no obvious attempt to optimize the 
body, Professor George has obtained a reasonably practical 
shape which approximates the minimum drag currently 
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roughness, ground proximity and moving ground plane are 
somewhat limited as far as contributing to the overall data 
base for this class of bodies. Nevertheless, the results (Figs. 14 
and 15) clearly show that these variables have strong in
fluences on the aerodynamic characteristics and that designers 
and researchers should be cautioned to carefully account for 
them and make extrapolations only with the utmost care. 

Professor George relates certain changes in the measured 
aerodynamic characteristics to changes in the observed flow 
fields. There are three types of flow associated with bodies 
having slanted afterbodies: fully attached, lee vortex pair and 
bubble flows. As the body attitude or afterbody slant angle 
changes transitions can occur between these types of flow, 
often accompanied by large changes in lift and drag. In this 
paper the transitions observed are primarily between the fully 
attached and vortex flows. Comparison is made to Morel's 
work (reference [2]) which, however, is chiefly concerned with 
transitions between vortex and bubble-type flows. In par
ticular, reference is made to Fig. 17 of Morel's paper where a 
bubble to vortex transition occurs at 60° and a vortex to fully 
attached transition occurs in the vicinity of 82°. According to 
Dr. Morel (from a private communication), the small rise in 
drag coefficient at 30° on Fig. 17 in his paper does not 
correspond to any observed change in the flow field and is not 
yet fully explained. 

B.H. Little, Jr.2 

This reviewer is concerned that, while the intent of the 
research was to provide data useful in ground vehicle design, 
most of the data are for situations unlikely to be encountered 
by ground vehicles. Considerable emphasis is placed, for 
instance, on free air data; and all of the parametric variations 
of body taper, camber, and shape were performed in free air. 
It is not obvious that the effects of changing body camber, for 

Propulsion and Acoustics, Lockheed - Georgia, Co., Marietta, GA 30063 

instance, in the proximity of the ground will be the same as in 
free air. The effects of ground proximity are reported for only 
one configuration. 

This is generally the only criticism of this work- tha t it 
misses the intended target objective (as stated on page). From 
that general criticism, however, several smaller objections can 
be made. In the abstract it is stated that, "The effects of a 
rough underbody are generally detrimental although less so if 
the rough surface is on the windward side." The free air data 
do, in fact, show this to be the case, but the importance of this 
observation is obscure. Then, the free air data cover a range 
of incidence angles from - 30 to + 30 deg - a rather unlikely 
range for practical application. There is too much data for 
conditions whose relevance is questionable and too little 
which sheds new light on ground vehicle design problems. 

Otherwise however, it is believed that the author has been 
accurate and scholarly in his observations and interpretations 
of the test results. 

Author's Closure 

I would like to thank Professor Koenig for his interesting 
discussion of my paper. As he points out drag changes are 
correlated with lift for a given body but drag level is also 
dependent on a particular body's shape (notably its base area 
and roughness). I agree with Mr. Little that the paper does not 
supply much data applicable to conditions close to those of 
present day ground vehicles. It is unfortunate that equipment 
breakdowns precluded wider parameter variations near the 
moving belt ground plane. 

However the paper is primarily intended to contribute 
toward the understanding of bluff body flow regimes under a 
wide range of conditions. The data presented and the un
derstanding of vortex flow and roughness and protusion 
effects should be useful in the development and testing of 
analytical and computational methods as well as helping 
toward better aerodynamic design of future vehicles. 
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Introduction 

The Effect of Gravity on Certain 
Curved Channel Potential Flows 
It is shown that the method of hodograph transformation coupled with numerical 
calculations can be an effective method to account for the effect of gravity on 
certain two-dimensional potential flow problems. Specifically, the problem of a 
horizontal channel flow discharging an incompressible fluid through a circular-arc 
contraction has been worked out to illustrate the procedure. The upstream ap
proaching flow conditions, the opening height, and also the downstream free 
surface flow must be compatible with each other. They must be determined through 
iterations. The method of iteration is also presented and discussed. 

The assessment of the effect of gravity on potential flow 
problems with free surfaces always offers considerable dif
ficulties. Under these situations, the configuration of the free 
surface is not only unknown a priori, the free streamline is 
also no longer a surface of constant velocity as a result of its 
change in elevation. In the incompressible flow regime where 
the governing Laplace equation is linear, problems within this 
category have not been widely studied due to their extremely 
complicated nature. Early studies of flow with gravitation 
have been carried out by Marchi [1], Melkonan [2], and 
Gurevich [3] through approximations and conformal map
ping, and by Keller and Weitz [4], Clarke [5], and Keller and 
Geer [6] through asymptotic expansions for problems of small 
gravity. More recent work by Larock on flows with planar 
sluice gates [7] and radial gates [8] relied upon the Riemann-
Hilbert solution to a mixed boundary-value problem. As a 
result of the gravitational influence, an iterative procedure of 
calculation must be followed. Finite difference relaxational 
calculations on this type of problem were performed by 
Southwell and Vaisey [9]. However, direct calculation in the 
physical plane may require extensive use of nonuniform grid 
around regions with large curvatures. Instabilities also may 
occur and long computational times may be required [10]. 
Chan, Larock, and Herrmann [11, 12] and recently Varoglu 
and Finn [13] demonstrated that the finite element method 
could be more flexible than direct finite difference treatment 
in dealing with arbitrary solid boundaries. In the study of 
hodograph transformation, it was recently found [14-17] that 
numerical calculations in the hodograph plane could be an 
effective method in dealing with problems of channel flow 
dominated by gravity. However, these problems were 
restricted exclusively to solid walls of straight line con
figuration. The present investigation is an extension of these 
studies to channels of curved solid boundaries. It will become 
evident that problems with prescribed curved solid walls offer 
additional complications when treated through hodograph 
transformation. 
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Fig. 1 Incompressible fluid discharge through a curved contraction 

Theoretical Considerations 
As shown in Fig. 1, an initial uniform horizontal flow of an 

incompressible fluid with a hydrostatic pressure distribution 
(denoted by state A A') approaches a curved contraction and 
discharges into the open atmosphere. The channel has a 
horizontal bed so that the flow eventually settles into a state 
of uniform flow with a hydrostatic pressure distribution at far 
downstream positions (denoted by DD'). For convenience, all 
flow quantities can be normalized by the corresponding 
upstream flow quantities VA, yA and the characteristic angle a 
of the curved contraction as indicated at point B in Fig. 1. 
From Bernoulli's principle, the expression 

Cp + V2 + [2/(Fr2„ )]y = CpA + 1 + [2/(Fr2„)] (1) 
holds throughout the regions where CpA is the pressure 
coefficient defined by 

CpA=\pA-patm]/[(pV*A)/2] (2) 

pA being the absolute pressure at point A of the upstream 
approaching flow and Fr^ is defined by 

VrA = VA/(g yAY" (3) 

Specifically, for all points along the free surface boundary, 
the velocity is related to elevation through 

Vj= [1 +CpA +(2/Fr2
/1)(l -yf)V'2 (4a) 

In particular, the velocity of point C with a lip opening yc is 
given by 

Vc = [l+CpA + (2/Vv2
A)(\-yc)Y

/2 (4b) 
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Fig. 2 The hodograph 

For given Fr^ and CpA values, the far downstream uniform 
velocity VD satisfies the expression 

V'D-[l+CpA+ (2/Fr2,)] VD + [2/FT2
A ] = 0 (5) 

It is understood that values of CpA should be restricted 
within the range where physically realistic solutions may be 
found from equation (5). Obviously, one would also have 
from the continuity principle, 

yD = wD (6) 

It should be recognized that the flow conditions both at the 
upstream and downstream positions and the lip opening must 
be compatible to yield a sensible solution. 

The governing equation of the stream function in the 
hodograph variables V, is given by [18] 

V24ivv+Viiv + iiM/^=0 (7) 

(here subscripts indicate partial differentiation) where all 
quantities have been normalized. The dimensionless coor
dinates in the physical plane are also given by 

dx = - [(cos (70/'a V 2)i/-fl+(sin od/V)\Pv]-

dV- [(sin 06/ V)4ie - o(cos o8)4iv]d6 (8a) 

dy= - [(sin 0O/0V 2He - (cos o6/V)Jiv]> 

dV+ [(cos ad/ V)te + a(sin odWv]dd (8b) 

The corresponding hodograph of the present problem is 
shown in Fig. 2(a). With the given geometrical configuration 
and selected upstream flow conditions, points C and D in Fig. 
2(a) can be determined according to equations (4b) and (5) 
although the function Vf(6) along the curved contraction BC 
and the free surface CD is yet unknown. 

One now introduces a transformation according to 

q=V/Vf(d),(3 = 0 (9) 

so that the hodograph assumes the shape of a square as shown 
in Fig. 2(6). Equations (7) and (8) become 

q2[\ + (V//oVf)
2Wqq +g[l + (1/<J2)[2(V//Vf)

2 

-(V//Vf)Wq - l/cj2[2q(V//Vf)^q - ^ ] = 0 (10) 

dx=[l/q VfM+g+B+pWq+lC+q+DffldP (11a) 

dy=[l/q Vf][E^q +Ft&\dq+mQ +L^W (H&) 

with 

A = (Vf /a Vf)cos(o0) - sin(a/3) 

B = [cos(a/3)]/ff<7 
C = [l/K/][(l/ff)(K//K/)

2cos((j|3) + a cos(<7|3)] 
D = [l/(<7 K/)][(l/<r)(K//K/)cos(<T/?) + sin(<7/3)] 
E = (Vj/oVf)sm(oP) + cos(ff/3) 
F = -[s\n(aP)\/aq 
G = [\/Vf][(1 /o)(V//K/)

2sin(<r/3) + a sin(ajS)] 
L=-[l/(q Vf)][(l/o)(V//Vf)sm(al3)-cos(ap)] 

where V/(6) and V/(d) are the first and second derivatives of 
the function Vf(6). 

It is now evident that the stream function is completely 
specified on the boundary of the transformed hodograph 
(Fig. 2(b)) and its value within the hodograph can be deter
mined through relaxational calculations provided that the 
Vf(ff) and its derivatives are known along the curved con
traction BC and the free surface CD. In addition, for the 
given geometry and the selected upstream Froude number 
Fr^,, there is only one pressure coefficient CpA compatible 
with this set of conditions. These facts suggest that Vf(8) and 
CpA must be determined through iterations. A convergent 
iteration scheme must be developed if this method of treat
ment is to be successful. It is also worthwhile to remark that if 
the contraction BC assumes a straightline configuration, 
point C would be located vertically above point B in Fig. 2(a) 
and the velocity distribution between them is not a matter of 
concern. This information can easily be produced once the 
stream function is completely determined within the 
hodograph. 

Method of Calculations and Results 

the For the circular arc-shaped contraction shown in Fig. 1, 
surface slope is 

dy/dx = tan o0= - [(xw -x0)/(yw -y0)} (12) 

and the values of a and 0C can be determined for the com
pletely specified geometry.' Upon selecting a Froude number 
Fr^, and a pressure coefficient CpA, the velocities Vc and VD 

may be determined from equations (4b) and (5). The Vj-(ff) in 
the hodograph is initially approximated by two simple 
polynomials joining at the known point C. Their derivatives 
can be determined accordingly. 

The stream function satisfying equation (10) may now be 
determined through a successive-over-relaxation (SOR) 
scheme in the q - /3 plane. Once its value is stabilized within an 
arbitrarily selected small margin (e.g., 10~5) at each grid 
point, the derivatives \p3, \j/g may be computed for all points 

' * B = O , yB = i, 

present problem. 
-1.446, x c = 0.2614, yc = 0.5, (3C=0.5056 for the 

N o m e n c l a t u r e 

A,B,C,D = points in hodograph and physical plane or x,„,y„,x0,y0 = coordinates of circular arc and its center 
the functions defined in text 

Cp = pressure coefficient 
E,F,G,L = functions defined in text 

Fr = Froude number 
g = gravitational acceleration 
p = pressure 
q - dimensionless velocity 
V = velocity 

Vf(6) = velocity function along free streamline 
x,y = coordinates 

p = density 
\j/ = stream function 

tvrftMe = M/dV),W/ae),(df/dq),w/dP> 
a = wall angle at point B 
0 = dimensionless angle 
8 = streamline angle 

Subscripts 

A,C,D = points A,C,D in hodograph or physical 
plane 
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Fig. 3 Initial and converged values of vf ($) 

including those along the boundary where a one-sided finite 
difference form must be employed. Numerical integration of 
equation (8b) would lead to a revised function Vf(ff). 
Specifically, along the curved contraction BC in the 
hodograph, it is obvious that dq = 0 and ^ =0, and equation 
(8ft) yields 

[d(ln K/)]/rf|3= -[(a/s in aff)[(Vf/^q)(dy/dp) 

-< j sin a/3]]1/2 (13) 

Since /3 and dy/d@ are completely known for the curved 
contraction,2 equation (13) may be numerically integrated 
from point B to point C by evaluating its right-hand side with 
the original Vf(9). A new function Vf(Q) and its first 
derivatives VJ(d) are obtained. For the free surface CD, again 
dq = Q and i^ = 0, numerical integration of equation (8) would 
yield its profile, xf and yf, in the physical plane and the 
revised Vf(ff) function may be directly computed from 
equation (Ad). The first and second derivative of this part of 
the new Vf(d) can only be obtained from numerical dif
ferentiation. 

With revised values of Vf, Vf, and Vf, the stream function 
must be calculated again from equation (10) through the SOR 
scheme. These iteration procedures must be repeated until the 
Vf function employed to determine the stream function agrees 
with Vf produced from the foregoing streamline tracing 
process within a small margin (e.g., 10~4) at each grid point 
along the curved boundary and the free surface. 

The example to show this convergence is given in Fig. 3. It 
is perhaps pertinent to remark that although fixed locations of 
points B, C, and D in the hodograph plane would only allow 
limited Vf(6) variations, the development of a convergent 
scheme of iterations was the principle effort of attention. It 
has been learned from experience that the suggested scheme of 
iteration leads to rapidly convergent results while other 
different procedures may lead to divergence through 
iterations. 

Thus far, the value of CpA for the selected Fr^ is completely 
arbitrary and the tracing of free streamline CD in general 
would not produce yD given by equation (6). Again, the 
correct value of CpA would yield the set of values of VD, yD 

from equations (5) and (6) and also reproduce yD from 
streamline tracing. A relationship to correct CpA given by 

CpA new CpA old 
+ (2/Fr2

A)]\yDold/yD]-[l+(l/-Fr2
A)](U) 

is found to be satisfactory where yD is the value obtained 
from equation (6) while yDoU is the asymptotic height ob
tained from streamline tracing. Although expressions dif
ferent from equation (14) may also serve the purpose of 
obtaining the correct pressure coefficient CpA, equation (14) is 
established from the fact that when yD is correctly reproduced 
in the streamline tracing, the correction to CpA should vanish, 

For the present circular contraction, dy/d@= - oian(o(3)(y-yQ). 

Fig. 4 Established upstream pressure coefficient with the Froude 
number Fr^ for the selected circular contraction 

Fig. 5 Velocity and height ratios associated with the circular con
traction 

and the experience that a larger than correct yD value obtained 
from streamline tracing needs a higher CpA value to reduce 
this difference. Upon following such a correcting scheme, 
three to five corrections are usually needed to bring agreement 
in yD within a margin of 10~4. It is thus also a rapidly con
vergent process. It should be noted that calculation of the 
stream function \j/ and Vf should also be repeated for every 
CpA correction. 

Figures 4 and 5 show the final established results of CpA, 
Vc% and VD for the present circular-arc contraction. It is 
interesting to observe that at large Fr^ values which reflect 
small gravitational influence, Vc and VD approach each other 
as they should. Figure 6 shows the established free jet profile 
including the computed curved boundary for a specific case 
which agrees with the prescribed profile always within a 
margin of 2 x 10~2. Figure 7 shows the profiles of the 
streamlines in both the hodograph and physical planes. 
Distribution of lines of constant pressure and velocity are also 
shown in Fig. 8. A momentum balance is employed to check 
the overall accuracy of calculations. The total horizontal 
force as a result of momentum balance on the curved con-
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Fig. 7 Streamlines in the physical and hodograph planes 

traction is plotted in Fig. 9 and the integrated pressure force 
checks well with these results. Although the error may amount 
to 5 percent at Fr^ = 0.5 even when the absolute difference 
between them is not very large, a refined mesh for stream 
function calculations reduces the percentage error im
mediately to acceptable levels. 

With a 21 x 21 grid and a relaxation factor of 1.8, a typical 
set of calculations takes 25 s on the CDC Cyber 175 com
puting system. 

Discussion and Conclusions 

The hodograph transformation is an interesting 
mathematical method in compressible fluid flow in that it 
changes the nonlinear problem in the physical plane into an 
equivalent problem in the hodograph plane. Although the 
linearity is a highly desirable feature, this method has not 
been fully exploited for engineering purposes since the 
physical configuration corresponding to an indirect solution 
in the hodograph plane usually has no practical interest. With 
the advent of high speed computers, the usefulness of 
hodograph transformation should be reexamined. The 
present application of this method to flow with gravitation 
adequately illustrates how this method can be applied to good 
advantage. It is true that this method invariably involves the 
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determination of the boundary functions such as Vjifi) of the 
hodograph. Along with the determination of the stream 
function of the problem, their strong mutual influence can 
only be handled through iterations. Fortunately, with 
reasonable initial estimation of these boundary functions, 
almost all these iteration processes [19] are rapidly con
vergent. It is also worthwhile to note that upon transforming 
the hodograph into rectangles to facilitate numerical 
calculations, derivatives up to second order of Vf appear in 
the governing equation and are directly involved in deter
mination of the stream function. Invariably these derivatives 
are produced from numerical differentiations. Although the 
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exact solution of these boundary functions should yield 
agreement of derivatives up to any order during iterations, it 
is reasonable to define the convergence of iterations by im
posing only the agreement of the boundary function itself 
since numerical differentiation is not an accurate process. For 
all problems studied so far [19], the unknown boundary 
functions vary monotonously in the hodograph plane and 
thus the secondary derivatives are always small. Even under 
this condition, imposing the agreement of the derivatives of 
these functions as a convergence criterion for iteration is not 
advised. 

From the evidence produced so far, it may be concluded 
that the hodograph transformation coupled with numerical 
calculation is indeed an effective means to deal with certain 
inviscid flow problems strongly influenced by gravitation. 
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Turbomachines—A Guide to Design Selection and Theory, by 
O. E. Balje, Wiley-Interscience, New York, 1981, 528 pp. 
Price: $49.95. 

REVIEWED BY DAVID JAPIKSE 

A first perusal through this volume immediately reveals its 
greatest strength: a very wide diversity of machine types and 
performance information is reported. It may have been more 
appropriate to title the book "A Compendium of Fluid 
Machinery Performance." 

It is impossible to give justice to every aspect of this 
volume; consequently attention was focused on the axial 
turbine, centrifugal compressor and diffuser sections for this 
review. Cited references are sufficient to support a very good 
text and are notable for their covering the international 
literature quite well. The author clearly works from his years 
of experience and success as a consultant. He has developed 
an approach which has been useful for him and for several 
design groups. The book follows this historical basis which 
stresses a foundation of similitude and the comprehensive 
mapping of basic performance characteristics according to the 
dimensionless parameters. 

While it is fair to stress the comprehensive nature of the 
text, it should be pointed out that the material is not all in
clusive. The author has not attempted to bring in other diverse 
viewpoints but has remained true to his basic work and theme. 
Beginners to this field should understand that this approach is 
used by a number of workers with satisfaction, whereas many 
other successful design groups avoid the approach and follow 
other design techniques which are not covered in this volume. 
Although the volume presents preliminary design techniques-, 
little attention is given to actual blade layout and the con
sideration of the computational procedures necessary to 
establish detailed turbomachinery passage configurations. 

Presentation of the physical foundation for the basic 
processes varies in quality from topic to topic. The presen
tation for diffusers is comparatively weak; by contrast, the 
explanation of the basic processes for the centrifugal com
pressor impeller is comparatively strong. To illustrate, the 
diffuser section was introduced by a single equation and then 
an attempt was made to show how the performance of the 
diffuser could be computed by using a boundary layer 
computation technique. After several pages of text, it was 
shown that the approach had its strengths and weaknesses. 
While the comparison was interesting to this reviewer, it must 
be noted that an essential design issue was neglected: excellent 
data has been prepared for broad classes of diffusers which 
should be the first source of information for designers. These 
data were not referenced and designers were not pointed in 
this important direction. Further, no mention is made of some 
of the very advanced diffuser computational work that is 
taking place today and is becoming part of our advanced 
computational tools within the next several years. As in

dicated, the treatment of the centrifugal compressor was 
comparatively strong with the very acceptable discussion of 
the basic processes which occur within the centrifugal 
compressor impeller. 

This material can be used as an important reference source 
in advanced turbomachinery courses; however, it should be 
used as a textbook unless the instructor is thoroughly skilled 
in turbomachinery design and prepared to offer differing 
viewpoints and to supplement the students' understanding of 
the fundamental flow processes when necessary. The depth of 
material presented in this book is a remarkable resource and 
should be exploited in our advanced educational process. 

Is the title appropriate? Yes, Dr. Balje fully meets the 
subjects mentioned in the title with principal emphasis on 
machinery selection, preliminary design layout and 
background theory when viewed as a compendium of valuable 
information from a seasoned expert in the field. Many 
workers should find this to be a very useful resource volume. 
In the opinion of this reviewer, it would be unwise for any 
worker in the field to work with this volume alone; to ignore 
the wealth of experience contained in this volume would be 
equally inappropriate. 

Fundamentals of Gas-Particle Flow by G. Rudinger, Vol. 2 -
Handbook of Powder Technology, Elsevier Scientific 
Publishing Company, 1980, 142 pages. Price: $53.75. 

REVIEWED BY CLAYTON T. CROWE 

This book serves as both a good introduction to gas-particle 
flows and an excellent source of reference material. 

The book is essentially divided into two parts: the first part 
dealing with fundamental definition and phenomena of gas-
particle flows and the second part with applications and 
experimental techniques. The first chapter introduces the 
reader to examples and definitions of gas-particle flow and 
points out features which distinguish gas-particle flows from 
flows of a homogeneous gas. The second chapter gives an 
excellent review of particle drag and heat transfer coefficients 
and concludes by defining equilibrium flows. The third 
chapter covers the dynamics of single particles in a variety of 
gas flow fields. The fourth chapter deals with the ther
modynamics of gas-particle mixtures. One very important 
point discussed in this chapter is the fact that the pressure due 
to random motion of the particles is negligible, a point often 
confused in the analysis of gas-particle flows. 

The remaining chapters deal with gas-particle flows in 
specific applications. Chapter five is concerned with steady 
flow in ducts and nozzles. Shock waves in gas-particle mix
tures and method of characteristic solutions are covered in 
chapter six. Other important applications, gas-particle flow in 
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